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Abstract

The KNOwITALL system aims to automate the tedious process of extracting large col-
lections of facts €.g, names of scientists or politicians) from the Web in an unsupervised,
domain-independent, and scalable manner. The paper presents an overvievowf K
ITALL's novel architecture and design principles, emphasizing its distinctive ability to ex-
tract information without any hand-labeled training examples. In its first major rumvic
ITALL extracted over 50,000 facts, but suggested a challenge: How can we impyowe-K
ITALL’s recall and extraction rate without sacrificing precision?

This paper presents three distinct ways to address this challenge and evaluates their perfor-
mance. Pattern Learninglearns domain-specific extraction rules, which enable additional
extractions. Subclass Extractiomutomatically identifies sub-classes in order to boost re-
call. List Extractionlocates lists of class instances, learns a “wrapper” for each list, and
extracts elements of each list. Since each method bootstraps framwvkKrALL’s domain-
independent methods, the methods also obviate hand-labeled training examples. The paper
reports on experiments, focused on named-entity extraction, that measure the relative effi-
cacy of each method and demonstrate their synergy. In concert, our methodsngawe K

ITALL a 4-fold to 8-fold increase in recall, while maintaining high precision, and discovered
over 10,000 cities missing from the Tipster Gazetteer.

1 Introduction and Motivation

Collecting a large body of information by searching the Web can be a tedious, manual process. Consider, for
example, compiling a comprehensive, international list of astronauts, politicians, or cities. Unless you find
the “right” document or database, you are reduced to an error-prone, piecemeal search. To address the prob-
lem of accumulating large collections of facts, we have constructedvd TALL, a domain-independent

system that extracts information from the Web in an unsupervised, open-ended manner.

KNOWITALL introduces a novel, generate-and-test architecture that extracts information in two stages.
Inspired by Hearst [25], KOWITALL utilizes a set of eight domain-independent extraction patterns to
generatecandidate facts. For example, the generic pattern “NP1 such as NPList2” indicates that the head of
each simple noun phrase (NP) in the list NPList2 is a member of the class named in NP1. By instantiating



the pattern for the clasSity , KNOWITALL extracts three candidate cities from the sentence: “We provide
tours to cities such as Paris, London, and Berlin.”

Next, KNOWITALL automaticallyteststhe plausibility of the candidate facts it extracts ugpaintwise
mutual information(PMI) statistics computed by treating the Web as a massive corpus of text. Extending
Turney's PMI-IR algorithm [48], KNOWITALL leverages existing Web search engines to compute these
statistics efficiently. Based on these PMI statisticsafvI TALL associates a probability with every fact it
extracts, enabling it to automatically manage the tradeoff between precision and recall.

Etzioni [19] introduced the metaphor of tmformation Food Chainvhere search engines are herbivores
“grazing” on the Web and intelligent agents améormation carnivoreghat consume output from various
herbivores. In terms of this metaphorNBWITALL is an information carnivore that consumes the output
of existing search engines. In its first major rumyéWwITALL extracted over 50,000 facts regarding cities,
states, countries, actors, and films [20]. This initial run revealed that, whNlewd TALL is capable of
autonomously extracting high-quality information from the Web, it faces several challenges. In this paper
we focus on one key challenge:

How can we improv& NOWITALL's recall and extraction rate so that it extracts substantially
more members of large classes such as cities and films while maintaining high precision?

We describe and compare three distinct methods addeditAKTALL in order to improve its recall:

e Pattern Learning (PL): learns domain-specific patterns that serve both as extraction rules and as
validation patterns to assess the accuracy of instances extracted by the rules.

e Subclass Extraction (SE):automatically identifies subclasses in order to facilitate extraction. For
example, in order to identify more scientists, it may be helpful to determine subclasses of scientists
(e.g, physicists, geologistgtc) and look for instances of these subclasses.

e List Extraction (LE): locates lists of class instances, learns a “wrapper” for each list, and uses the
wrapper to extract list elements.

Each of the methods dispenses with hand-labeled training examples by bootstrapping from the informa-
tion extracted by KlowlTALL’'s domain-independent patterns. We evaluate each method experimentally,
demonstrate their synergy, and compare with the baselN®W TALL system described in [20]. Our main
contributions are:

1. We demonstrate that it is feasible to carry out unsupervised, domain-independent information extrac-
tion from the Web with high precision. Much of the previous work on information extraction focused
on small document collections and required hand-labeled examples.

2. We present the first comprehensive overview ofckvI TALL, our novel information extraction sys-
tem. We describe KowlTALL’s key design decisions and the experimental justification for them.

3. We show that Web-based mutual information statistics can be effective in validating the output of an
information extraction system.

!Since we cannot compute “true recall” on the Web, the paper uses the term “recall” to refer to the size of the set of facts
extracted.



4. We describe and evaluate three methods for improving the recall and extraction rate of a Web informa-
tion extraction system. While our implementation is embeddedNnoWI TALL, the lessons learned
are quite general. For example, we show that LE typically finds five to ten times more extractions than
other methods, and that its extraction rate is forty times faster.

5. We demonstrate that our methods, when used in concert, can increasd RALL's recall by 4-fold
to 8-fold over the baseline KOwITALL system.

The remainder of this paper is organized as follows. The paper begins with a comprehensive overview of
KNOWITALL, its central design decisions, and their experimental justification. Sections 3 to 5 describe our
three methods for enhancinghiwITALL’s recall, and Section 6 reports on our experimental comparison
between the methods. We discuss related work in Section 7, directions for future work in Section 8, and
conclude in Section 9.

2 Overview of KNOWITALL

KNOWITALL is an autonomous, domain-independent system that extracts facts, concepts, and relation-
ships from the Web [20, 21]. The only domain-specific input tedvITALL is a set of predicates that
specify KNowlTALL's focus €.g, Figure 5). While we have focused on unary predicates encoding class
membership in our experiments to dateyéWITALL can also handle n-ary relations as explained below.
KNOWITALL’s Bootstrappingstep uses a set domain-independergxtraction patternse(g, Figure 1) to
create its set of extraction rules and “discriminator” phrases (described below) for each predicate in its infor-
mation focus. The Bootstrapping is fully automatic, in contrast to other bootstrapping methods that require
a set of manually created training seeds.

The two main KNowlTALL modules are th&xtractorand theAssessarThe Extractor creates a query
from keywords in each rule, sends the query to a Web search engine, and applies the rule to extract infor-
mation from the resulting Web pages. The Assessor computes a probability that each extraction is correct
before adding the extraction toNOWITALL's knowledge base. The Assessor bases its probability computa-
tion on search engine hit counts used to compute the mutual information between the extracted instance of a
class and a set of automatically generated discriminator phrases associated with tRaftiasssessment
process is an extension of Turney’s PMI-IR algorithm [48].

Predicate: Classl

Pattern: NP1 “such as” NPList2

Constraints: head(NP1)= plural(label(Class1))
properNoun(head(each(NPList2)))

Bindings: Classl(head(each(NPList2)))

Figure 1. This generic extraction pattern can be instantiated automatically with the pluralized class label to
create a domain-specific extraction rule. For examplglaésl is setto “City” then the rule looks for the
words “cities such as” and extracts the heads of the proper nouns following that phrase as potential cities.

2\We refer to discriminator phrases as “discriminators” throughout.



KNOWITALL (information focud, rule templated)
SetrulesR, queriesQ, and discriminator® usingBootstrap(l,T)
Do until queries inQ are exhausted
ExtractionCycle(R, Q, D)

ExtractionCycle(rulesR, querieQ , discriminatord)
Selectqueries fronQ, set the number of downloads for each query
Sendselected queries to search engines
For eachwebpagev whose URL was returned by a search engine
Extract facte from w using the rule associated with the query
Assigna probabilityp to e using a Bayesian classifier based®n
Add e,p to the knowledgebase

Figure 2: High-level pseudocode fomOwITALL. (See Figure 9 for pseudocode of Bootstrap(l,T).)

We found that this baseline NOWITALL system can achieve high precision, but only limited recall.
Consequently, we introduce three extensions to the baseNrmWKTALL that use high-probability extrac-
tions from the baseline system as seeds for further learning. FirdPattern Learningmodule uses these
seeds to learn domain-specific extraction rules and discriminators. Secofdikitiass Extractiomodule
automatically extends KOWITALL’s ontology by learning subclasses of classes in the information focus.
Rules based on the new subclasses can be used to increase recall of instances of the original classes. Third,
theList Extractormodule finds Web pages containing lists that include seed instances, then learns a wrapper
for each list, on the fly, to extract all members of each list.

Pseudocode for the baselinetwI TALL system is shown in Figure 2. A Bootstrapping step creates ex-
traction rules and discriminators for each predicate in the focasWI TALL creates a list of search engine
gueries associated with the extraction rules, then executes the main loop. At the start of eachvtmop, K
ITALL selects queries, favoring predicates and rules that have been most productive in previous iterations
of the main loop. The Extractor sends the selected queries to a search engine and extracts information from
the resulting Web pages. The Assessor computes the probability that each extraction is correct and adds it
to the knowledge base. This loop is repeated until all queries are exhausted or deemed too unproductive.
KNOWITALL’S running time increases linearly with the size and number of web pages it examines.

We now elaborate on KOwITALL’s Extraction Rules and Discriminators, and the Bootstrapping, Ex-
traction, and Assessor modules.

2.1 Extraction Rules and Discriminators

KNowlTALL automatically creates a set of extraction rules for each predicate, as described in Section 2.2.
Each rule consists of a predicate, an extraction pattern, constraints, bindings, and keywonsdidate

gives the relation name and class name of each predicate argument. In the rule shown in Figure 3, the unary
predicate is “City”. Theextraction patterrs applied to a sentence and has a sequence of alternating context
strings andslots where each slot represents a string from the sentence. The rule may set constraints on a
slot, and may bind it to one of the predicate arguments as a phrase to be extracted. In the example rule, the
extraction pattern consists of three elements: a slot named NP1, a context string “such as”, and a slot named
NPList2. There is an implicit constraint on slots with name<iit>. They must match simple noun
phrases and those with name NPKkidigit> match a list of simple noun phrases. Slot names-odigit>



Predicate: City

Pattern: NP1 “such as” NPList2

Constraints: head(NP1)= “cities”
properNoun(head(each(NPList2)))

Bindings: City(head(each(NPList2)))

Keywords:  “cities such as”

Figure 3: An extraction rule generated by substituting the class name City and the plural of the class label
“city” into a generic rule template. The rule looks for Web pages containing the phrase “cities such as” and
extracts the proper nouns following that phrase as instances of the unary pr@iigate

can match arbitrary phrases.

The constraintsof a rule can specify the entire phrase that matches the slot, the head of the phrase, or
the head of each simple NP in an NPList slot. One type of constraint is an exact string constraint, such as the
constraint head(NP1) = “cities” in the rule shown in Figure 3. Other constraints can specify that a phrase
or its head must follow the orthographic pattern of a proper noun, or of a common noun. Thadihgs
specify which slots or slot heads are extracted for each argument of the predicate. If the bindings have an
NPList slot, a separate extraction is created for each simple NP in the list that satisfies all constraints. In the
example rule, an extraction is created with Qigy argument bound to each simple NP in NPList2 that
passes the proper noun constraint.

A final part of the rule is a list okeywordsthat is created from the context strings and any slots that
have an exact word constraint. In our example rule, there is a single keyword phrase “cities such as” that is
derived from slot NP1 and the immediately following context. A rule may have multiple keyword phrases
if context or slots with exact string constraints are not immediately adjacent.

KNOWITALL uses the keywords as search engine queries, then applies the rule to the Web page that
is retrieved, after locating sentences on that page that contain the keywords. More details of how rules are
applied is given in Section 2.3. A BNF description of the rule language is given in Figure 7. The example
given here is arule for a unary predicafity . The rule language also covers n-ary predicates with arbitrary
relation name and multiple predicate arguments, such as the rut=&®@f(Person,Company)  shown
in Figure 8.

KNOwITALL’s Extractor module uses extraction rules that apply to single Web pages and carry out
shallow syntactic analysis. In contrast, the Assessor module uses discriminators that apply to search engine
indices. These discriminators are analogous to simple extraction rules that ignore syntax, punctuation,
capitalization, and even sentence breaks, limitations that are imposed by use of commercial search engine
gueries. On the other hand, discriminators are equivalent to applying an extraction pattern simultaneously
to the entire set of Web pages indexed by the search engine.

A discriminator consists of an extraction pattern with alternating context strings and slots. There are no
explicit or implicit constraints on the slots, and the pattern matches Web pages where the context strings and
slots are immediately adjacent, ignoring punctuation, whitespace, or HTML tags. The discriminator for a
unary predicate has a single slot, which we represent as an X here, for clarity of exposition. Discriminators
for binary predicates have two slots, here represented as X and Y, for arguments 1 and 2 of the predicate,
and so forth.

When a discriminator is used to validate a particular extraction, the extracted phrases are substituted into



the slots of the discriminator to form a search query. This is described in more detail in Section 2.4. Figure
4 shows one of several possible discriminators that can be used for the pré&titgatand for the binary
predicateCeoOf(Person,Company)

Discriminator for: City
“city X"

Discriminator for: CeoOf(Person,Company)
“X CEO of Y”

Figure 4: When the discriminator f@ity is used to validate the extraction “Paris”, the Assessor finds hit
counts for the search query phrase “city Paris”. Similarly, the discriminatdZéoOf validates Jeff Bezos
as CEO of Amazon with the search query, “Jeff Bezos CEO of Amazon”.

We now describe how KowlTALL automatically creates a set of extraction rules and discriminator
phrases for a predicate.

2.2 Bootstrapping

KNOWITALL’s input is a set opredicateghat represent classes or relationships of interest. The predicates
supply a symbolic names for each clasgy(“MovieActor”), and also give one or more labels for each class
(e.g.“actor” and “movie star”). These labels are the surface form in which a class may appear in an actual
sentence. Bootstrapping uses the labels to instantiate extraction rules for the predicate from generic rule
templates.

Figure 5 shows some examples of predicates for a geography domain and for a movies domain. Some
of these are “unary” predicates, used to find instances of a class sWtityasand Country ; some are
“n-ary” predicates, such as tlvapitalOf  relationship betwee@ity andCountry and thestarsin
relationship betweeMovieActor andFilm . In this paper, we concentrate primarily on unary predicates
and how KNOWITALL uses them to extract instances of classes from the Web.

Predicate: City Predicate: Film
labels: “city”, “town” labels: “film”, “movie”
Predicate: Country Predicate: MovieActor

labels: “country”,

nation” labels: “actor”, “movie star”

Predicate: capitalOf(City,Country) Predicate: starsin(MovieActor,Film)

relation labels: “capital of” relation labels: “stars in”, “star of”
class-1 labels: “city”, “town” class-1 labels: “actor”, “movie star”
class-2 labels: “country”, “nation” class-2 labels: “film”, “movie”

Figure 5: Example predicates for a geography domain and for a movies domain. The class labels and relation
labels are used in creating extraction rules for the class from generic rule templates.



The first step of Bootstrapping uses a set of domain-independent generic extraction patefipuie
1). The pattern in Figure 1 can be summarized informally axlassl > “such as” NPList
That is, given a sentence that contains the class label followed by “such as”, followed by a list of simple
noun phrases, KOWITALL extracts the head of each noun phrase as a candidate member of the class, after
testing that it is a proper noun.

Combining this template with the predic&@dy produces two instantiated rules, one for the class label
“city” (shown in Figure 3 in Section 2.1) and a similar rule for the label “town”. The class-specific extraction
patterns are:

“cities such as ” NPList
“towns such as " NPList
Each instantiated extraction rule has a list of keywords that are sent as phrasal query terms to a search engine.

A sample of the syntactic patterns that underlisdWITALL’s rule templates is shown in Figure 6.
Some of our rule templates are adapted from Marti Hearst's hyponym patterns [25] and others were de-
veloped independently. The first eight patterns shown are for unary predicates whose pluralized English
name (or “label”) matchesclass®>. To instantiate the rules, the pluralized class label is automatically
substituted fokclass1>, producing patterns like “cities such as” NPList.

NP “and other'<class1>

NP “or other”<classt>
<class® “especially” NPList
<class® “including” NPList
<class}> “such as” NPList
“such” <class1> “as” NPList
NP “is a” <class}>

NP “is the” <classt>

<classt> “is the” <relatiorn> <class2-

wn

<classt “” <relatiorn> <class2-

Figure 6: The eight generic extraction patterns used for unary extraction rules, plus two examples of binary
extraction patterns. The first five patterns also have an alternate form with a cengaiNR “, and other”
<class®. The terms<classt and<class2- stand for an NP in the rule pattern with a constraint binding

the head of the phrase to a label of predicate argument 1 or 2. Sim#adiation> stands for a phrase in

the rule pattern with a constraint binding it to a relation label of a binary predicate.

We have also experimented with rule templates for binary predicates, such as the last two examples.
These are for the generic predicatejation(Classl,Class2) . The first produces the pattern
<city> “is the capital of”<country> for the predicateapital Of(City,Country) , and the pattern
<person- “is the CEO of”<company- for the predicat&€€eoOf(Person,Company)

Bootstrapping also initializes the Assessor for each predicate in a fully automated manner. It first gener-
ates a set of discriminator phrases for the predicate based on class labels and on keywords in the extraction
rules for that predicate. Bootstrapping then uses the extraction rules to find a set of seed instances to train
the discriminators for each predicate, as described in Section 2.5.



2.3 Extractor
To see how KIOWITALL’s extraction rules operate, suppose thatass1> in the pattern
<class? “such as” NPList

is bound to the name of a class in the ontology. Then each simple noun phrase in NPList is likely to be
an instance of that class. When this pattern is used for the Claisstry it would match a sentence that
includes the phrase “countries such as X, Y, and Z" where X, Y, and Z are names of countries. The same
pattern is used to generate rules to find instances of the Atdes , where the rule looks for “actors such

as X, Y,and Z".

In using these patterns as the basis for extraction rule templates, we add syntactic constraints that look
for simple noun phrases (a nominal preceded by zero or more modifiers). NP must be a simple noun phrase;
NPList must be a list of simple NPs; and what is denoteddajasst> is a simple noun phrase with the
class name as its head. Rules that look for proper names also include an orthographic constraint that tests
capitalization. To see why noun phrase analysis is essential, compare these two sentences.

A) “China is a country in Asia.”
B) “Garth Brooks is a country singer.”

In sentence A the word “country” is the head of a simple noun phrase, and China is indeed an instance
of the clasLCountry . In sentence B, noun phrase analysis can detect that “country” is not the head of a
noun phrase, so Garth Brooks won't be extracted as the name of a country. The Extractor uses the Birill
tagger [6] to assign part-of-speech tags and identifies noun phrases with regular expressions based on the
part-of-speech tags.

Let’'s consider a rule template (Figure 1) and see how it is instantiated for a particular class. The Boot-
strapping module generates a rule €ity from this rule template by substituting “City” for “Class1”,
plugging in the plural “cities” as a constraint on the head of NP1. This produces the rule shown in Figure
3. Bootstrapping also creates a similar rule with “towns” as the constraint on NP1, if the predicate specifies
“town” as well as “city” as surface forms associated with the class name. Bootstrapping then takes the lit-
erals of the rule and forms a set of keywords that the Extractor sends to a search engine as a query. In this
case, the search query is the phrase “cities such as”.

The Extractor matches the rule in Figure 3 to sentences in Web pages returned for the query. NP1
matches a simple noun phrase; it must be immediately followed by the string “such as”; following that must
be a list of simple NPs. If the match is successful, the Extractor applies constraints from the rule. The head
of NP1 must match the string “cities”. The Extractor checks that the head of each NP in the list NPList2 has
the capitalization pattern of a proper noun. Any NPs that do not pass this test are ignored. If all constraints
are met, the Extractor creates one or more extractions: an instance of th€ityastor each proper noun
in NPList2. The BNF for KNOWITALL'’s extraction rules appears in Figure 7.

The rule in Figure 3 would extract three instance€iy from the sentence “We service corporate and
business clients in all major European cities such as London, Paris, and Berlin.” If all the tests for proper
nouns fail, nothing is extracted, as in the sentence “Detailed maps and information for several cities such as
airport maps, city and downtown maps”.

The Extractor can also utilize rules for binary or n-ary relations. Figure 8 shows a rule that finds in-
stances of the relatiorlCeoOf(Person,Company) where the predicate specifies one or more labels for
the relation, such as “CEO of” that are substituted into the generic pattern in the rule template

<class® “” <relation> <class2-
This particular rule has the second argument bound to an instance of Company, “Amazon”, wideh K



<rule> E <predicate- <pattern- <constraints- <bindings> <keywords>
<predicate- = ‘Predicate: ' (<predName- |
<predName- ‘(" <class> (*, <class> )+ ")
<pattern> E ‘Pattern: ’ <context- ( <slot> <context> )+
<context> E (‘"'string‘”" | <null>)
<slot> E  (‘NP’<d> | ‘NPList'<d> | ‘P'<d>)
<d> = digit
<constraintss = ‘Constraints: ’ (<constr> )*
<constr> E <phrase- ‘=""string ‘"’ | ‘properNoun(’<phrase- ‘)’
<phrase- E  (‘NP'<d>|'P'<d> | ‘head(NP<d> ‘) |
‘each(NPList'<d> ‘)’ | ‘head(each(NPList<d> ))")
<bindings> = ‘Bindings: ' <predName- ‘(" <phrase- (, <phrase-)* Y’
<predName- = string
<class> = string
<keywords> = ‘Keywords:’ (‘"' string ‘"’ )+

Figure 7. BNF description of the extraction rule language. An extraction pattern alternates context (exact
string match) with slots that can be a simple noun phrase (NP), a list of NPs, or an arbitrary phrase (P).
Constraints may require a phrase or its head to match an exact string or to be a proper noun. The “each”
operator applies a constraint to each simple NP of an NPList. Rule bindings specify how extracted phrases
are bound to predicate arguments. Keywords are formed from literals in the rule, and are sent as queries to
search engines.

ITALL has previously added to its knowledgebase.

KNowlTALL automatically formulates queries based on its extraction rules. Each rule has an associated
search query composed of the rule’s keywords. For example, if the pattern in Figure 3 was instantiated for the
classCity , it would lead KNOWITALL to 1) issue the search-engine query “cities such as”, 2) download in
parallel all pages named in the engine’s results, and 3) apply the Extractor to sentences on each downloaded
page. For robustness and scalabilitydWI TALL queries multiple different search engines.

2.4 Assessor

KNOWITALL uses statistics computed by querying search engines to assess the likelihood that the Extrac-

tor's conjectures are correct. Specifically, the Assessor uses a fquoirdfvise mutual informatioPMI)

between words and phrases that is estimated from Web search engine hit counts in a manner similar to

Turney’'s PMI-IR algorithm [48]. The Assessor computes the PMI between each extracted instance and

multiple, automatically generated discriminator phrasgessociated with the class (such as “X is a city” for

the clasCity ).3 For example, in order to estimate the likelihood that “Liege” is the name of a city, the

Assessor might check to see if there is a high PMI between “Liege” and phrases such as “Liege is a city”.
More formally, let/ be an instance anf? be a discriminator phrase. We compute the PMI score as

follows:

|Hits(D + I)|

PMI(I, D) = Hits(I)|

(1)

3We use class names and the keywords of extraction rules to automatically generate these discriminator phrases; they can also
be derived from rules learned using PL techniques (Section 3).



Predicate: CeoOf(Person,Company

Pattern: NP1 “" P2 NP3

Constraints: properNoun(NP1)
P2 =“CEO of”
NP3 ="Amazon”

Bindings: CeoOf(NP1,NP3)
Keywords:  “CEO of Amazon”

Figure 8: An example of an extraction rule for a binary predicate that finds the CEO of a company. In this
case, the second argument is bound to a known instance of company from the knowledgebase, Amazon.

The PMI score is the number of hits for a query that combines the discriminator and instance, divided by the
hits for the instance alone. The raw PMI score for an instance and a given discriminator phrase is typically
a tiny fraction, perhaps as low as 1 in 100,000 even for positive instances of the class. This does not give
the probability that the instance is a member of the class, only the probability of seeing the discriminator on
Web pages containing the instance.

These mutual information statistics are treated as features that are inpiNaiveaBayes Classifier
(NBC) using the formula given in Equation 2. This is the probability that fais correct, given features
f1, f2, - . fn, with an assumption of independence between the features.

P(¢) 1, P(fil¢)
(@)L P(filo) + P(=¢) I, P(fil=¢)

P(¢|f17f2;---fn):P (2)

Our method to turn a PMI score into the conditional probabilities needed for Equation 2 is straightfor-
ward. The Assessor takes a setigbositive andk negative seeds for each class and finds a threshold on
PMI scores that splits the positive and negative seeds. It then uses a tuning set of apathiéve andk
negative seeds to estima®& PMI > thresh|class), P(PMI > thresh|—~class), P(PMI < thresh|class),
andP(PMTI < thresh|~class), by counting the positive and negative seeds (plus a smoothing term) that are
above or below the threshold. We uded 10 and a smoothing term of 1 in the experiments reported here.

In a standard NBC, if a candidate fact is more likely to be true than false, it is classified as true. However,
since we wish to be able to trade precision against recall, we record the crude probability estimates computed
by the NBC for each extracted fact. By raising the probability threshold required for a fact to be deemed
true, we increase precision and decrease recall; lowering the threshold has the opposite effect.

Several open questions remain about the use of PMI for information extraction. Even with the entire
Web as a text corpus, the problem of sparse data remains. The most precise discriminators tend to have
low PMI scores for numerous positive instances, often as loiw0as or 10~%. This is not a problem for
prominent instances that have several million hits on the Web. If an instance is found on only a few thousand
Web pages, the expected number of hits for a positive instance will be less than 1 for such a discriminator.
This leads to false negatives for the more obscure positive instances.

A different problem with using PMI is homonyms — words that have the same spelling, but different
meanings. For example, Georgia refers to both a state and country, Normal refers to a city in lllinois and a
socially acceptable condition, and Amazon is both a rain forest and an on-line shopping destination. When a
homonym is used more frequently in a sense distinct from the one we are interested in, then the PMI scores
may be low and may fall below threshold. This is because PMI scores measure whether membership in the

10



BOOTSTRAP(information focud, rule templated)
R = generate rules from for each predicate ih
Q = generate queries associated with each ruk in
U = generate untrained discriminators from rule®jrclass names ih
UseQ to find at leash candidate seeds for each predicaté in
with hit counts> h
Iteration 1:
S= selectm candidate seeds for each predicaté in
with highest average PMI ovét
D =trainU on S select besk discriminators for each predicatelin
Iteration 2, 3:
S=selectm candidate seeds for each predicaté in
with highest probability fronD
D =trainU on S select besk discriminators for each predicatelin

Figure 9: Pseudocode for Bootstrapping.

class is thanost commomeaning of a noun denoting an instance, not whether membership in the class is a
legitimate but less frequentsage of that noun.

Another issue is in the choice of a Naive Bayes Classifier. Since the Naive Bayes Classifier is notorious
for producing polarized probability estimates that are close to zero or to one, the estimated probabilities are
often inaccurate. However, as [16] points out, the classifier is surprisingly effective because it only needs
to make an ordinal judgment (which class is more likely) to classify instances correctly. Similarly, our
formula produces a reasonaloleleringon the likelihood of extracted facts for a given class. This ordering
is sufficient for KNOwITALL to implement the desired precision/recall tradeoff.

2.5 Training Discriminators

In order to estimate the probabilitid’( f;|¢) and P(f;|—¢) needed in Equation 2, KowlITALL needs a

training set of positive and negative instances of the target class. We want our method to scale readily to
new classes, however, which requires that we eliminate human intervention. To achieve this goal we rely on
a bootstrapping technique that induces seeds from generic extraction patterns and automatically-generated
discriminators.

Bootstrapping begins by instantiating a set of extraction rules and queries for each predicate from generic
rule templates, and also generates a set of discriminator phrases from keyword phrases of the rules and from
the class names. This gives a set of a few dozen possible discriminator phrases such as “country X”, “X
country”, “countries such as X", “X is a country”. We found it best to supply the system with two names for
each class, such as “country” and “nation” for the cl@ssintry This compensates for inherent ambiguity
in a single name: “country” might be a music genre or refer to countryside; instances with high mutual
information with both “country” and “nation” are more likely to have the desired semantic class.

Bootstrapping is able to find its own set of seeds to train the discriminators, without requiring any hand-
chosen examples. It does this by using the queries and extraction rules to find a set of candidate seeds for
each predicate. Each of these candidate seeds must have a minimum number of hit counts for the instance
itself; otherwise the PMI scores from this seed will be unreliable.

After assembling the set of candidate seeds, Bootstrapping computes PMI(c,u) for each candidate seed
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¢, and each untrained discriminator phraseThe candidate seeds are ranked by average PMI score and
the bestn become the first set of bootstrapped seeds. Thus we can use untrained discriminator phrases to
generate our first set of seeds, which we use to train the discriminators. Half of the seeds are used to find
PMI thresholds for each discriminator, and the remaining seeds used to estimate conditional probabilities.
An equal number of negative seeds is taken from among the positive seeds for other classes. Bootstrapping
selects the begt discriminators to use for the Assessor, favoring those with the best split of positive and
negative instances. Now that it has a set of trained discriminatoroy\{TALL does two more bootstrap-
ping cycles: first, it uses the discriminators to re-rank the candidate seeds by probability; next, it selects a
new set of seeds and re-trains the discriminators.

In the experiments reported in this paper, we used 100 candidate seeds, each with a hit count of at least
1,000, and picked the best 2@ (= 20). Finally, we set the number of discriminatdrso 5. These settings
have been sufficient to produce correct seeds for all the classes we have experimented with thus far.

2.6 Bootstrapping and Noise Tolerance

An important issue with bootstrap training is robustness and noise tolerance: what is the effect on perfor-
mance of the Assessor if the automatically selected training seeds include errors? Experiment 1 compares
performance foicCountry trained on three different sets of seeds: correct seeds, seeds with 10% noise
(2 errors out of 20 seeds), and seeds with 30% noise. The noisy seeds were actual candidate extractions
that were not chosen by the full bootstrap process (“EU”, “Middle East Countries”, “Iroquois”, and other
instances semantically related to nation or country). There is some degrading of performance from 10%
noise, and a sharp drop in performance from 30% noise.

e
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Experiment 1: The Assessor can toleraf&; noise in bootstrapped training seeds up to recall 0.75, but
performance degrades sharply after that.

Another question that troubled us is the source of negative seeds. Our solution was to train the Assessor
on multiple classes at once;NOWITALL finds negative seeds for a class by sampling positive seeds from
other classes, as in [30]. We take care that each class has at least one semantically related class to provide
near misses. In these experimer@guntry gets negative seeds fro@ity , USState , Actor , and
Film , and so forth.
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We tried the following alternative method of finding negative seedsOWITALL runs its Extractor
module to produce a set of unverified instances, then takes a random sample of those instances, which are
hand-tagged as seeds. This training set has the added advantage of a representative proportion of positive
and negative instances. Experiment 2 shows an experiment where a random sample of 40 extractions were
hand-tagged as seeds. These seeds were then removed from the test set for that run. Surprisingly, the
recall-precision curve is somewhat worse than selecting negative seeds from the other classes.
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Experiment 2: Using negative seeds that are taken from seeds of other classes works better than tagging
actual extraction errors as negative seeds.

2.7 Resource Allocation

Our preliminary experiments demonstrated thatvI TALL needs a policy that dictates when to stop look-

ing for more instances of a predicate. For example, suppose tavKTA LL is looking for instances of the
predicateCountry : there are only around 300 valid country names to find, but the Extractor could continue
examining up to 3 million Web pages that match the query “countries including”, “or other countries”, and

so forth. The valid country names would be found repeatedly, along with a large set of extraction errors.
This would reduce efficiency — if KOWITALL wastes queries on predicates that are already exhausted,
this diverts system resources from the productive classes. Finding thousands of spurious instances can also
overwhelm the Assessor and degradedvITALL’S precision.

We use &aSignal to Noiseatio (STN) to determine the utility of searching for further instances of a
predicate. While the Extractor continues to find correct extractions at a fairly steady rate, the proportion of
newextractions (those not already in the knowledge base) that are correct gradually becomes smaller over
time. If nearly all the correct instances of a predicate are already in the knowledge base, new extractions
will be mostly errors. Thus, the ratio of good extractions to noise of new extractions is a good indicator of
whether KNOWITALL has exhausted the predicate.

KNowlITALL computes the STN ratio by dividing the number of high probability new extractions by the
number of low probability ones over the most rece/eb pages examined for that predicate= 5000).

A small smoothing term is added to numerator and denominator to avoid division by zero. When the STN
ratio drops below a cutoff point, the Extractor is finding mostly noise, and halts search for that predicate. A
cutoff of 0.10 means that there is ten times as much noise as good extractions.
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The STN metric is a reflective, unsupervised computation, sincewd TALL has no outside source
of information to tell it which instances are correct and which are noise. InsteadWKrALL uses the
probability estimates assigned by the Assessor, and defines “high probability” and “low probability” in
terms of thresholds on these probabilities. In the experiments reported here, we used a STN cutoff of 0.10
and defined high probability as probabilities above 0.90 and low probabilities as those below 0.0001. The
same settings were used for all predicates and all methods that included PMI probability assessment. The
setting of 0.0001 for low probability is due to the Nave Bayes probability updates tendency to polarize the
probability estimates. Relying on probability assignments by the Assessor is a limitation of the STN metric:
We typically run the List Extractor without using PMI assessnfebE uses an alternate Assessor method
that assigns higher probability to instances that are found on a larger number of lists. This method is not
suitable for a STN cutoff that is computed over new extractions, since all new extractions are necessarily on
only a single list so far, thus all new extractions have “low probability”.

We used an additional cutoff metric, tiiuery Yield Ratio(QYR), and halt search for new instances
when either STN or QYR falls below 0.10. QYR is defined as the ratio of query yield over the most recent
n Web pages examined, divided by the initial query yield over theirdteb pages, where query yield is
the number of new extractions divided by the number of Web pages examined (adding a small smoothing
term to avoid division by zero). If this ratio falls below a cutoff point, the Extractor has reached a point of
diminishing returns where it is hardly finding any new extractions and halts the search for that predicate.
The ratio of recent query yield to initial query yield is a better indicator that a predicate is nearly exhausted
than using a cutoff on the query yield itself. The query yield varies greatly depending on the predicate and
the extraction method used: the query yield for learned rules tends to be lower than for rules from generic
patterns; the List Extractor method, where one query can produces a hundred extractions or more, has much
higher query yield than the othemlOWITALL extraction methods.
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Experiment 3: A comparison &SState andCountry with and without metrics to cut off the search for
more instances of exhausted predicates. Our cutoff metrics not only aid efficiency, but improve precision.

Experiment 3 shows the impact of the cutoff metrics. The top curve Id&S8tate where KNOWITALL
automatically stopped looking for further instances after the STN fell below 0.10 after finding 371 proposed

“A metric that does not rely on the Assessor is also useful for predicates with discriminators that provide only weak evidence
for probability assignment.
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state names. The curve just below that isd@State when KNowlTALL kept searching and found 3,927
proposed state names. In fact, none of the states found after the first few hours were correct, but enough of
the errors fooled the Assessor to reduce precision from 1.0 to 0.98 at the highest probability. The next two
curves showCountry with and without cutoff metrics. KowlTALL found 194 correct and 357 incorrect
Country names with the cutoff metrics; it found 387 correct Countries, but also 2,777 incorrect extractions
without cutoff metrics. The data point at precision 0.88 and recall 0.76 with cutoff metrics represents 148
correct instances; without cutoff metrics, the point at precision 0.86 and recall 0.34 represents 130 correct
instances. So continuing the search actually produced fewer correct instances at a given precision level.

2.8 Extended Example

To better understand howNOWITALL operates, we present a detailed example of learning facts about
geography. A user has givenNOWITALL a set of predicates includinGity , and KNOwlITALL has
used domain-independent rule templates to generate extraction rules and untrained discriminator phrases for
City as described in Section 2.2.

Bootstrapping automatically selected seeds to train discriminator€ifgr that include prominent
cities like London and Rome, and the obscure cities Dagupan and Shakhrisabz. Negative training comes
from seeds for other classes trained at the same time, including names of countries and U.S. states. After
training all discriminator phrases with these seeds, Bootstrapping has selected the five best discriminators
shown in Figure 10. The thresholds are from one training set of 10 positive and 10 negative seeds; the
conditional probabilities come from another training set, with a smoothing factor of 1 added to the count of
positive or negative above and below the threshold.

Discriminator: <I> is a city Discriminator: cities such asl>
Learned Threshold T: 0.000016 Learned Threshold T: 0.0000053
P(PMI> T | class) = 0.83 P(PMb T | class) =0.75

P(PMI> T | —class)= 0.08 P(PMb T | —class)=0.08
Discriminator:<I> and other towns Discriminator: cities includirg >
Learned Threshold T: 0.00000075 Learned Threshold T: 0.0000047
P(PMI> T | class) = 0.83 P(PMb T | class) =0.75

P(PMI> T | —class)= 0.08 P(PMb T | —class)=0.08

Discriminator: cities<|>
Learned Threshold T: 0.00044
P(PMI> T | class) = 0.91
P(PMI> T | —class)=0.25

Figure 10: Trained discriminators for the cla@ity . Bootstrapping has learned a threshold on PMI scores
that splits positive from negative training seeds, and has estimated conditional probabilities that the PMI
score is above that threshold, given that the extraction is of the class or not of the class.

Once Bootstrapping has generated the set of extraction rules and trained a set of discriminators for each
predicate, WOWITALL begins its main extraction cycle. Each cycleydwITALL selects a set of queries,
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sends them to a search engine, and uses the associated extraction rules to analyze the Web pages that it
downloads.

Suppose that the query is “and other cities”, from a rule with extraction pattern: NP “and other cities”.
Figure 11 shows two sentences that might be found by the query for this rule. The extraction rule correctly
extracts “Fes” as a city from the first sentence, but is fooled by the second sentence, and extracts “East
Coast” as a city.

“Short flights connect Casablanca with Fes and other cities.”

“Since 1984, the ensemble has performed concerts throughqgut
the East Coast and other cities.”

Figure 11: Two sentences that may be found by queries “and other cities”. The Assessor needs to distinguish
between a correct extraction of Fes from the first sentence and an extraction error, East Coast, from the
second.

To compute the probability ofity(Fes) , the Assessor sends six queries to the Web, and finds the
following hit counts. “Fes” has 446,000 hits; “Fes is a city” has 14 hits, giving a PMI score of 0.000031
for this discriminator, which is over the threshold for this discriminator. A PMI score over threshold for this
discriminator is 10 times more likely for a correct instance than for an incorrect one, raising the probability
that Fes is a city. Fes is also above threshold for “cities Fes” (201 hits); “cities such as Fes” (10 hits); and
“cities including Fes” (4 hits). It is below threshold on only one discriminator, with 0 hits for “Fes and other
towns”. The final probability is 0.99815.

In contrast, the Assessor finds th@ity(East Coast) is below threshold for all discriminators.
Even though there are 141 hits for “cities East Coast”, 1 hit for “cities such as East Coast”, and 3 hits for
“cities including East Coast”, the PMI scores are below threshold when divided by 1.7 million hits for “East
Coast”. The final probability is 0.00027.

2.9 Experiments with Baseline KnowItAll

We ran an experiment to evaluate the performancenadWITALL as thus far described. We were partic-
ularly interested in quantifying the impact of the Assessor on the precision and recall of the system. The
Assessor assigns probabilities to each extraction. These probabilities are the system’s confidence in each
extraction and can be thought of as analogous to a ranking function in information retrieval: the goal is for
the set of extractions with high probability to have high precision, and for the precision to decline gracefully
as the probability threshold is lowered. This is, indeed, what we found.
We ran the system with an information focus consisting of five classig: , USState , Country ,
Actor , andFilm . The firstthree had been used in system development and the lagidiwo, andFilm ,
were new classes. The Assessor used PMI score thresholds as Boolean features to assign a probability to
each extraction, with the system selecting the best five discriminator phrases as described in Section 2.4.
We use the standard metrics miecisionandrecall to measure KowlTALL's performance. At each
probability p assigned by the Assessor, we count the number of correct extractions at or above pragbability
This is done by first comparing the extracted instances automatically with an external knowledge base, the
Tipster Gazetteer for locations and the Internet Movie Database (IMDB) for actors and films. We manually
checked any instances not found in the Gazetteer or the IMDB to ensure that they were indeed errors.
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Precision ap is the number of correct extractions divided by the total extractions at or gh®ecall at
p is defined as the number of correct extractions at or apalreided by the total number of correct extrac-
tions at all probabilities. Note that this is recall with respect to sentences that the system has actually seen,
and the extraction rules it utilizes, rather than a hypothetical, but unknown, number of correct extractions
possible with an arbitrary set of extraction rules applied to the entire Web.

Experiments 4 and 5 show precision and recall at the end of runniv@KTALL for four days. Each
point on the curves shows the precision and recall for extractions with probability at or above a given level.
The curve forCity has precision 0.98 at recall 0.76, then drops to precision 0.71 at recall 1.0. The curve
for USState has precision 1.0 at recall 0.98puntry has precision 0.97 at recall 0.58, and precision
0.79 at recall 0.87.
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Experiment 4: Precision and recall at the end of four days at varying probability thresholds for the classes
City ,USState , andCountry . KNOwITALL maintains high precision up to recall .80 for these classes.

Performance on the two new classégtor andFilm ) is on par with the geography domain we
used for system development. The classor has precision 0.96 at recall 0.85.NKwITALL had more
difficulty with the classFilm , where the precision-recall curve is fairly flat, with precision 0.90 at recall
0.27, and precision 0.78 at recall 0.57.

Our precision/recall curves also enable us to precisely quantify the impact of the Assesseoon K
ITALL’s performance. If the Assessor is turned off, therd<ITALL’S output corresponds to the point
on the curve where the recall is 1.00. The precision, with the Assessor off, varies between classes: for
City 0.71,USState 0.96,Country 0.35,Film 0.49, andActor 0.69. Turning the Assessor on en-
ables KNOWITALL to achieve substantially higher precision. For example, the Assessor raised precision for
Country from 0.35t0 0.79 at recall 0.87.

The Assessor is able to do a good job of assigning high probabilities to correct instances with only a
few false positives. Most of the extraction errors are of instances that are semantically close to the target
class. The incorrect extractions féountry with probability > 0.80 are nearly all names of collections of
countries: “NAFTA", “North America”, and so forth. Some of the errors at lower probability are American
Indian tribes, which are often referred to as “nations”. Common errors for the [Eilmss are names of
directors, or partial names of films (a film named “Dalmatians” instead of “101 Dalmatians”).

The Assessor has more trouble with false negatives than with false positives. Even though a majority of
the instances at the lowest probabilities are incorrect extractions, many are actually correct. An instance that
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Experiment 5: Precision and recall at the end of four days for two new classgs: andFilm . KNow-
ITALL maintains high precision for actors, but has less success with film titles.

has a relatively low number of hit counts will often fall below the PMI threshold for discriminator phrases,
even if it is a valid instance of the class. An instance receives a low probability if it fails more than half of
the discriminator thresholds, even if it is only slightly below the threshold each time.

3 Extending KnowltAll with Pattern Learning

While generic extraction patterns perform well in the baselim®WITALL system, many of the best ex-
traction rules for a domain do not match a generic pattern. For example, “thefilm> starring” and
“headquartered irccity>" are rules with high precision and high coverage for the cla#es andCity .

Arming KNOWITALL with a set of such domain-specific rules can significantly increase the number of sen-
tences from which it can extract facts. This section describes our method for learning domain-specific rules.
As shown in Figure 12, we introduce the insight that Pattern Learning (PL) can be used to increase both
coverage (by learning extractors) and accuracy (by learning discriminators). We guantify the efficacy of this
approach via experiments on multiple classes, and describe design decisions that enhance the performance
of Pattern Learning over the Web. Finally, we introduce a theoretical model of discriminator ordering and
selection and show that, while the general problem is NP-hard, ordering discriminators by Marginal Utility
(MU) is optimal in important special cases. As suggested by the theory, MU is shown to be effective at
increasing accuracy in practice.

Extractors
Pattern 7 (increase
Learner —» Patterns  coverage)
(PL) ., Discriminators

(increase

accuracy)

Figure 12: The patterns that PL produces can be used as both extractors and discriminators.
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3.1 Learning Patterns
Our Pattern Learning algorithm proceeds as follows:
1. Start with a sef of seed instances generated by domain-independent extractors.

2. For each seed instanté I: Issue a query to a Web search engineifand for each occurrence of
1 in the returned documents record a context string comprised af therds before, a placeholder
for the class instance (denoted byclass-name”), and thew words afteri. (Here, we usev = 4).

3. Output the begpatternsaccording to some metric—a pattern is defined as any substring of a context
string that includes the instance placeholder and at least one other word.

The goal of PL is to find high-quality patterns. A pattern’s quality is given byetsll (the fraction
of instances of the target class that can be found on the Web surrounded by the given pattern text) and its
precision(the fraction of strings found surrounded by the pattern text that are of the target class). The Web
contains a large number of candidate patterns (for example, PL found over 300,000 patterns for the class
City), most of which are of poor quality. Thus, estimating the precision and recall of patterns efficiently
(i.e. without searching the Web for each candidate pattern) is important. Estimating precision for patterns is
especially difficult because we have no labeled negative examples, only positive seeds. Instead, in a manner
similar to [30] we exploit the fact that PL learns patterns for multiple classes at once, and take the positive
examples of one class to be negative examples for all other classes. Given that gypatfeumd fore(p)
distinct seeds from the target class arigd) distinct seeds from other classes, we define:

FEstimatedPrecision = c(p)——i—k (3
c(p) +n(p) +m

EstimatedRecall = @ 4)

S
whereS is the total number of seeds in the target class,/ahd is a constant prior estimate of precision,
used to perform a Laplace correction in (3). The prior estimate was chosen based on testing extractions from
a sample of the learned patterns using PMI Assessment.

3.2 Learned Patterns as Extractors

The patterns PL produces can be used as extractors to search the Web for new candidate facts. For example,
given the learned pattern “headquartered<icity>>,” we search the Web for pages containing the phrase
“headquartered in”. Any proper noun phrase occurring directly after “headquartered in” in the returned
documents becomes a new candidate extraction for the Clgss.

Of the many patterns PL finds for a given class, we choose as extractors those patterns most able to
efficiently generate new extractions with high precision. The patterns we select must have high precision,
and extractoefficiency(the number of unique instances produced per search engine query) is also important.

For a given class, we first select the top patterns according to the following heuristics:

H1: As in [7], we prefer patterns that appear for multiple distinct seeds. By banning all patterns found
for just a single seed (i.e. requiring thastimated Recall > 1/S in Equation 4)96% of the potential rules
are eliminated. In experiments with the class City, H1 was found to improve the average efficiency of the
resulting patterns by a factor of five.

H2: We sort the remaining patterns according to thestimated Precision (Equation 3). On experi-
ments with the class City, ranking by H2 was found to further increase average efficiency (by 64% over H1)
and significantly improve average precision (from 0.32 to 0.58).
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Of all the patterns PL generates for a given class, we take the 200 patterns that satisfy H1 and are
ranked most highly by H2 and subject them to further analysis, applying each to 100 Web pages and testing
precision using PMI assessment.

3.2.1 Experimental Results

We performed experiments testing our Baseline systenoidl TALL with only domain independent pat-
terns) against an enhanced version, Baseline+PLofil TALL including extractors generated by Pattern
Learning). In both configurations, we perform PMI assessment to assign a probability to each extraction
(using only domain independent discriminators). We estimated the coverage (number of unique instances
extracted) for both configurations by manually tagging a representative sample of the extracted instances,
grouped by probability. In the case @ity , we also automatically marked instances as correct if they
appeared in the Tipster Gazetteer. To ensure a fair comparison, we compare coverage at the same level of
overall precision, computed as the proportion of correct instances at or above a given probability.

The results shown in Experiments 10 and 11 in Section 6 show that using learned patterns as extractors
improves KNOWITALL’s coverage substantially. Examples of the most productive extractors for each class
are shown in Table 1.

Rule Correct | Precision
Extractions
the cities of<city> 5215 0.80
headquartered ir city> 4837 0.79
for the city of <city> 3138 0.79
in the movie<film> 1841 0.61
<film> the movie starring 957 0.64
movie review of<film> 860 0.64
and physiciskscientist> 89 0.61
physicist<scientist>, 87 0.59
<scientist>, a British scientist 77 0.65

Table 1: Three of the most productive rules for each class, along with the number of correct extractions
produced by each rule, and the rule’s overall precision (before assessment).

3.3 Learned Patterns as Discriminators

Learned patterns can also be used as discriminators to perform PMI assessment. As described above, the
PMI scores for a given extraction are used as features in a Naive Bayes classifier. In the experiments below,
we show that learned discriminators provide stronger features than domain independent discriminators for
the classifier, improving thelassification accuracgthe percentage of extractions classified correctly) of the

PMI assessment.

Once we have a large set of learned discriminators, determining which discriminators are the “best” in
terms of their impact on classification accuracy becomes especially important, as we have limited access
to Web search engines. In the baselinedITALL system, the same five discriminators are executed on
every extraction. However, it may be the case that a discriminator will perform better on some extractions
than it does on others. For example, the discriminator “cities suchcity>" has high precision, but
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appears only rarely on the Web. While a PMI scorel pf00, 000 on “cities such as<city>" may give
strong evidence that an extraction is indeed a city, if the city itself appears only a few thousand times on the
Web, the probability of the discriminator returning a false zero is high. For these rare extractions, choosing
a more prevalent discriminator (albeit one with lower precision) likesity> hotels” might offer better
performance. Lastly, executing five discriminators on every extraction is not always the best choice. For
example, if the first few discriminators executed on an extraction have high precision and return true, the
system’s resources would be better spent assessing other extractions, the truth of which is less certain.
Below, we express the problem of choosing which discriminators to execute on which extractions as an
optimization problem, and give a heuristic method that includes the enhancements mentioned above. We
show that the heuristic has provably optimal behavior in important special cases, and then verify experimen-
tally that the heuristic improves accuracy.

3.3.1 The Discriminator Ordering Problem

We define thaliscriminator ordering problenas an optimization problem in which the goal is to obtain an
accurate assessment of the probabilities of a given set of extractions using a limited number of resources.
Specifically, the problem is defined by a set of extractiéns- {¢1, ..., o5} and a set of discriminators
A = {d1,...,0n}. We assume that the precision and recall of each discriminator are known. The system can
apply a given discriminator to any extraction - we define this set of possible actiohs=a§);(¢;) } for all
d; € A, ¢; € ®. Each action is performed at most once. Executing an aéti@r) returns to the system a
binary assessmertrie or false) of the truth of the extraction;. Also, each action has a cast;(¢;)).

We denote the system’s current belief in extractigrby b(¢;) < [0, 1], whereb(¢;) is the system’s
estimate of the probability thal; is true. After executing an actigi(¢;), the system changes its beliefdn
using a Naive Bayes update; we assume that the outcomes of agtippsfor different: are conditionally
independent given the actual truth-valueggf The goal of the system is to choose actions in such a way
that its final beliefs correspond as accurately as possible to the actual state of the world. Specifically, the
reward function to be maximized is

R= ) b¢)=5 D, b(o) 5)

true ¢ false ¢

where( is a penalty factor for falsely asserting that an extraction is true. As mentioned above, each action
has a cost associated with it, and the system’s goal is to maxifh&ject to a cost constraiGt Because
transitions between states are probabilistic, the optimization problem is to find a policy mapping belief states
to actions that maximizes the tomtpectedeward at cost less than or equalio

The discriminator ordering problem is identical to the problermactive classificationin which an
object to be classified has a set of unknown attributes, each of which can be obtained by performing tests of
varying costs [26, 45]. In a similar formulation also using a Naive Bayes classifier, Guo [24] shows that the
problem of finding an optimal policy for the special case of classifyisggleobject can be mapped onto
a partially-observable Markov Decision Process (POMDP). Finding optimal policies for POMDPs is known
to be PSPACE-complete [38]; however, the particular POMDPs produced by Guo’s mapping have special
structure, and Guo asks if polynomial time algorithms for this particular problem may exist. However, we
prove that in fact the single-object classification task is NP-hard; we then detail assumptions relevant to
KNowlTALL that allow the construction of a provably optimal policy.

In the following we reason about two subproblems of the discriminator ordering problensintjie-
extraction, multiple discriminatoordering problem (the original problem wite| = 1) and themultiple
extraction, single-discriminatoordering problem (the original problem with| = 1).
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Theorem 1: The single-extraction, multiple discriminator ordering problem is NP-hard in the number
of discriminators.

The proofs of this theorem and subsequent theorems are given in the Appendix. As a corollary to
Theorem 1, the general discriminator ordering problem is NP-hard.

3.3.2 The MU Heuiristic

We have stated that the discriminator ordering problem is NP hard for even a single extraction. Here we
define theMU heuristic a policy that always chooses as the next action the one with highest expected
marginal utility (M U), and we state conditions under which it gives provably optimal performance the
MU heuristic was shown to have similar properties for a different problem in [22].

Definition: The expected marginal utility (MUpf applying a discriminatod; to an extractionp; is
defined as the expected increase in rewadas a result ob;(¢;), divided by the cost(d;(¢;)). We can
computeM U (d;(¢;)) given the precision and recall 6f and the current belief(¢;). [18]

MU achieves the enhancements in choosing discriminators mentioned above by being extraction-sensitive
in two ways. First, as the system becomes more certain of the classificatign(icé. belief approaches
zero or one), it can be shown th&tU (c(d;(¢;))) tends to decrease - that iU prioritizes uncertain ex-
tractions. Secondly, as described in [18], when compuliflg we can use the hit count gf; to adjust the
expected outcome @ (¢;). This allowsM U to account for the fact that rare extractions, even if true, are
likely to have a PMI of zero for discriminators that also appear rarely.

There are two assumptions that make ordering discriminatorssiovid TALL simpler than the general
formulation of the discriminator ordering problem. First, applying a discriminator requires issuing a single
guery to a Web search engine (assuming that the hit count of the extraction itself is known); thus, the cost of
all actions is the same. We formalize this assumption as:

Al: The coste(6;(¢;)) = 1forall ; € A, ¢; € .

This assumption allows us to make the following theoretical guarantee:

Theorem 2: Given assumptio\1, the MU heuristic is optimal for the multiple-extraction, single-
discriminator ordering problem.

Further, the discriminators PL finds often dominate one another for a given extraction; that is, if one
discriminator has highe¥/U than another for an extraction at some belief level, it will tend to have higher
MU for that extraction at other belief levels. Formally:

A2: If MU (6i(¢x)) > MU(6;(¢r)) whenb(¢r) = h, then for allh’ = b(¢r), MU (6i(dr)) >
MU (5;(¢x))-

Theorem 3: Given assumption&l and A2, the MU heuristic is optimal for the single-extraction,
multiple-discriminator ordering problem.

Given assumptiond1 andA2, we have shown that th&/U heuristic offers provably optimal perfor-
mance in the multiple-extraction, single-discriminator and single-extraction, multiple-discriminator cases.
However, in general we are interested in the multiple-extraction, multiple-discriminator case (the MU heuris-
tic can be shown to give suboptimal performance in a case with at least two extractions and two discrimina-
tors). Also, the assumptiof2 is true often, but not always. Given the strong assumptions needed to prove
its optimality, we experimentally validate the performance of Mi& heuristic below.

3.3.3 Experimental Results

We tested the performance of PMI assessment under four different configurations - using either domain
independent patterns (“Baseline”) or learned patterns (“Baseline+PL") as discriminators, and ordering the

22



execution of discriminators by eithéd U (with 3 = 1) or a baseline measure (precision). In each con-
figuration, we run a total of 600 discriminators on a set of 300 extractions from each of the ¢ldsses

andCity (drawn from the above experiments with learned rules). The baseline ordering always executes
the same two discriminators on each extraction. Th& ordering, by contrast, dynamically chooses the
discriminator and extraction with highest expected marginal utility, and may choose to execute more dis-
criminators on some extractions and one or zero on others. Because our theory assumes the precision and
recall of the discriminators are known, for this experiment we estimate these quantities using a hand-labeled
training set (disjoint from the test set) of 100 extractions. The normal runsiof TALL with PL such as
Experiments 10-12 do not use any hand-labeled training.

We used one training and test set to choose settings that maximized performance for each of our methods;
we then evaluated the methods with three cross-validation runs. The average results of these cross-validation
runs are shown in Experiment 6. Adding pattern learning (PL) always improves accuracy, and ordering by
marginal utility (MU) is always better than the baseline ordering. When ordered properly, the domain-
independent discriminators perform especially well on the ¢atys , mostly due to the particularly useful
discriminator cities<city>.

1
0.95 -
0.9 1
0.85 -
0.8
0.75 -
0.7
0.65 -
0.6

OBaseline OMU(Baseline)
@ Baseline+PL B MU(Baseline+PL)

Classification Accuracy

Film City

Experiment 6: Classification accuracy for the clagga andCity . Adding pattern learning (PL) always
improves accuracy, and ordering by marginal utility (MU) is always better than the baseline ordering (pre-
cision). The performance difference between the best method (MU(Baseline+PL)) and the Baseline method
is statistically significant for each class<{p0.01, chi-square test).

We explored two heuristics to ensure that our discriminators are as conditionally independent as possible,
as assumed by our Naive Bayes Classifier. We tried requiring that no two discriminator phrases executed on
the same extraction are substrings of each other, and also that left- and right-handed discriminators alternate
for any given extraction (a left-handed discriminator is one in which the instance placeholder appears at the
right side of the pattern, with text on the left, e.g. the firfilm>). Adding both of these enhancements re-
duced error by an average of 9% for th&l/-ordered configurations. The heuristics decreased performance
slightly for the precision-ordered configurations when executing only two discriminators per fact (and are
therefore not employed for those configurations in Experiment 6).

While we have chosen the metric of classification accuracy to compare our methods, it represents only
one point on the precision/recall curve, and performance at different precision/recall points can vary. In
particular, ordering discriminators by precision tends to give superior performance at lower levels of re-
call. Also, as we would expecl/U offers the most benefit in cases where resources (i.e. discriminators
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executed) are scarce. If we increase the number of discriminators to 1200, orderddy/ yffers only

a small accuracy benefit (however, for this data set, increasing the number of discriminators to 1200 does
not increase maximum achievable accuracy). Finally, the increase in accuracy found by ordering discrimi-
nators withM U as opposed to precision suggests that other metrics combining recall and precision would
also perform well. Indeed, in experiments similar to those in Experiment 6, we have found that order-
ing discriminators by their F-measure (with beta=1) results in accuracy closer to tldét/ofalthough
MU(Baseline+PL) still provides a 30% error reduction over the F-measure ordering Biirtheclass).

3.4 Related Work

PL is similar to existing approaches to pattern learning, the primary distinction being that we use learned
patterns to perform PMI-IR [48] assessment as well as extraction. PL also differs from other pattern learning
algorithms in some details. [41] uses bootstrapped learning on a small corpus to alternately learn instances
of large semantic classes and4 patterns that can generate more instances; similar bootstrapping approaches
that use larger corpora include Snowball [3] and DIPRE [7]. Our work is similar to these approaches, but
differs in that PL does not use bootstrapping (it learns its patterns once from an initial set of seeds) and uses
somewhat different heuristics for pattern quality. Like our work, [40] use Web search engines to find patterns
surrounding seed values. However, their goal is to supgogstion answeringor which a training set of
guestion and answer pairs is known. Unlike PL, they can measure a pattern’s precision on seed questions
by checking the correspondence between the extracted answers and the answers given by the seed. As in
other work [42], PL uses the fact that it learns patterns for multiple classes at once to improve precision.
The particular way we use multiple classes to estimate a pattern’s precision (Equation 3) is similar to that
of [30]. A unique feature of our approach is that our heuristic is computed solely by searching the Web for
seed values, instead of searching the corpus for each discovered pattern.

A variety of work in information extraction has been performed using more sophisticated structures
than the simple patterns that PL produces. Wrapper induction algorithms [28, 33] attempt to learn wrappers
that exploit the structure of HTML to extract information from Web sites. Also, a variety of rule-learning
schemes [44, 8, 10] have been designed for extracting information from semi-structured and free text. In
this paper, we restrict our attention to simple text patterns, as they are the most natural fit for our approach of
leveraging Web search engines for both extraction and PMI assessment. For extraction, it may be possible
to use a richer set of patterns with Web search engines given the proper query generation strategy [2]; this is
an item of future work.

4 Subclass Extraction

Another method to extendowlI TALL’s recall is Subclass Extraction (SE), which automatically identifies
subclasses. For example, not all scientists are found in sentences that identify them as “scientist” — some
are referred to only as chemists, some only as physicist, some only as biologists, and so forth. If SE learns
these and other subclasses of scientist, theoWITALL can create extraction patterns to find a larger set

of scientists.

As it turns out, subclass extraction can be achieved elegantly by a recursive applicatioloef K
ITALL'S main loop (with some extensions). In the following, we describe the basic subclass extraction
method § Ejqse), discuss two variationsS(E,.; ; and S Ej;.,) aimed at increasing SE’s recall, and present
encouraging results for a number of different classes.
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4.1 Extracting Candidate Subclasses

In general, thes Ey,, 5. extraction module has the same design as the originawd TALL extraction mod-

ule. Its input consists of domain-independent extraction rules for generating candidate terms, for which
matches are found on the Web. The generic rules that extract instances of a class will also extract subclasses,
with some modifications. To begin with, the rules need to distinguish between instances and subclasses of
a class. The rules for extracting instances in Section 2.1 contain a proper noun test (using a part-of-speech
tagger and a capitalization test). Rules for extracting subclasses instead check that the extracted noun is a
common noun (i.e., not capitalized). While these tests are heuristic, they work reasonably well in practice,
and KNOwITALL also falls back on its Assessor module to weed out erroneous extractions. The patterns
for our subclass extraction rules appear in Table 2. Most of our patterns are simple variations of well-known
ones in the information-extraction literature [25]; and C; denote known classes and “CN” denotes a
common noun or common noun phrase. Note that the last two rules can only be used once some subclasses
of the class have already been found.

Pattern Extraction
Cy {") } “such as"CN isA(CN,Ch)
“such” Cy “as” CN i1sA(CN, Ch)
CN {" } “and other"C} isA(CN, Ch)
CN {" } “or other" C; isA(CN,Ch)
C1 {") }“including” CN 1sA(CN, Ch)
Cy {") } “especially" CN isA(CN,Ch)
Cy "and” CN isA(CN, class(Ch))
Ci{")}Cy {*) }"and” CN | isA(CN,class(Ch))

Table 2: Rules for Subclass Extraction, whéré/ is a common noun identified by these patterns as a
subclass of the classS;. In the last two ruleg” N is a sibling class of classes; and Cy. The {*” }
indicates an optional comma in the pattern.

4.2 Assessing Candidate Subclasses

SE uses a generate-and-test technique for extracting subclasses, much as theovadimA{L algorithm

does for extracting instances. THé,s. Assessor uses a combination of methods to decide which of the
candidate subclasses from tB&;,,. Extractor are correct. First, the Assessor checks the morphology of

the candidate term, since some subclass names are formed by attaching a prefix to the name of the class
(e.g., “microbiologist” is a subclass of “biologist”). Then the Assessor checks whether a subclass is a
hyponym of the class in WordNet and if so, it assigns it a very high probability. The rest of the extractions
are evaluated in a manner similar to the instance assessmemawKALL (with some modifications).

The Assessor computes co-occurrence statistics of candidate terms with a set of class discriminators. Such
statistics represent features that are combined in a naive Bayesian probability updaid:,JheAssessor

uses a bootstrap training method similar to that described in Section 2.5.

Initially, we had hoped to use instance information as part of the assessment process. For instance,
if a proposed subclass had extracted instances that are also instances of the target class, this would have
boosted the probability of it being a true subclass. However, our instance sampling procedure revealed that
reliable instances for a number of correct proposed subclasses could not be extracted (with generic rules)
as instances of the target superclass. Apparently some classes, like Scientist, are very general and naturally
decomposable, and so people tend to use more specific subclasses of the class when writing. Classes like
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Physicist or City, on the other hand, are used more frequently together with instances, and they have far
fewer useful subclasses.

4.3 Context-independent and Context-dependent Subclasses

Before presenting our experimental results, we need to introduce two key distinctions. We distinguish be-
tween finding subclasses ircantext-independemanner versus finding subclasses itoatext-dependent
manner. The termontextrefers to a set of keywords provided by the user that suggest a knowledge domain

of interest €.g, the pharmaceutical domain, the political domain, etc.). In the absence of a domain de-
scription, KNOWITALL finds subclasses in a context-independent manner and they can differ from context-
dependent subclasses. For instance, if we are looking for any subclasses of Person (or People), Priest would
be a good candidate. However, if we are looking for subclasses of Person (or People) in a Pharmaceutical
context, Priest is probably not a good candidate, whereas Pharmacist is.

We also distinguish betweamamed subclassemndderived subclassedNamed subclassese repre-
sented by novel terms, wherederived subclassewe phrases whose head noun is the same as the name of
the superclass. For instanéegpital is a named subclass €fity, whereasuropean Cityis a derived sub-
class ofCity. While derived subclasses are interesting in themselves, we focus on the extraction of named
subclasses, as they are more useful in increasimgWwd TALL's instance recall. The reason is that extrac-
tion rules that use derived subclasses tend to extract a lot of the same instances as the rules using the name
of the superclass.

We now turn to our experimental results. We have evaluated our basic subclass extraction method in two
different settings.

a) Context-independent SE First, we chose three classes, Scientist, City and Film and looked for
context-independent subclasses usingihg, ;. approach described abov&E,,,.. found only one named
subclass for City, “capital”, which is also the only one listed in the WordNet hyponym hierarchy for this
class. SEy,se found 8 correct subclasses for Film and 11 for Scientist—this confirmed our intuition that
subclass extraction would be most successful on general classes, such as Scientist and least successful on
specific classes such as City. As shown in Experiment 7, we have evaluated the odtpiyt pfalong four
metrics: precision, recall, total number of correct subclasses and proportion of (correct) subclasses found
that do not appear in WordNet. As we can s&€&},,.. has high-precision but relatively low recall, reflecting
the low recall of our domain-independent patterns.

b) Context-dependent SEA second evaluation of Fy,s. (Experiment 8) was done for a context-
dependent subclass extraction task, using as input three categories that were shown to be productive in pre-
vious semantic lexicon acquisition work [39]: People, Products and Organizations in the Pharmaceutical do-
main?® SE,. exhibits the same high-precision/low-recall behavior we noticed in the context-independent
case. We also notice that most of the subclasses of People and Organizations are in fact in WordNet, whereas
none of the found subclasses for Products in the Pharmaceutical domain appears in WordNet.

Next, we investigate two methods for increasing the recall of the subclass extraction module.

4.4 Improving Subclass Extraction Recall

Generic extraction rules have low recall and do not generate all of the subclasses we would expect. In order
to improve our subclass recall, we add another extraction-and-verification step. After a set of subclasses for
the given class is obtained in the mannef@f,, .., the last two enumeration rules in Table 2 are seeded with

SFor context-dependent subclass extraction, the search engine queries contain a relevant keyword together with the instantiated
extraction rule (for instance, “pharmaceutical” in the case of the Pharmaceutical domain).
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known subclasses and extract additional subclass candidates. For instance, given the sentence “Biologists,
physicists and chemists have convened at this inter-disciplinary conference.”, such rules identify “chemists”
as a possible sibling of “biologists” and “physicists”. We experiment with two methols,; ; andS Ej;.,
in order to assess the extractions obtained at this step.

a) SE,. s is asimple assessment method based on the empirical observation that an extraction matching
a large number of different enumeration rules is likely to be a good subclass candidate. We have tried to use
the enumeration rules directly as features for a Naive Bayes classifier, but the very nature of the enumeration
rule instantiations ensures that positive examples don'’t have to occur in any specific instantiation, as long
they occur frequently enough. We simply convert the number of different enumeration rules matched by each
example and the average number of times an example matches its corresponding rules into Boolean features
(using a learned threshold). Since we have a large quantity of unlabeled data at our disposal, we estimate
the thresholds and train a simple Naive-Bayes classifier usingetfi¢grainingparadigm [34], chosen as it
has been shown to outperform EM in a variety of situations. At each iteration, we label the unlabeled data
and retain the example labeled with highest confidence as part of the training set. The procedure is repeated
until all the unlabeled data is exhausted. The extractions whose probabilities are greater than 0.8 represent
the final set of subclasses (since subclasses are generally usedbyl KALL for instance extraction, bad
subclasses translate into time wasted by the system and as such, we retain only candidate subclasses whose
probability is relatively high).

b) SE;., is a heuristic assessment method that seeks to adjust the probabilities assigned to the ex-
tractions based ooonfidence scoreassigned to the enumeration rules in a recursive fashion.cohi-
dence scoref a rule is given by the average probability of extractions matched by that rule. After rule
confidence scores have been determined, the extraction matching the most rules is assigned a probability

= %20(32) , whereR1 and R2 are the two matching rules with highest confidence scores. The rule

confidence scores are then re-evaluated and the process ends when all extractions have been assigned a prob-
ability. This scheme has the effect of clustering the extractions based on the rules they match and it works
to the advantage of good subclasses that match a small set of good extraction rules. However, as we will
later see, this method is sensitive to noise. As in the casdéipf;;, we only retain the extractions whose
probability is greater than 0.8.

4.5 Experimental Results

We evaluated the methods introduced above on two of the three context-independent classes (Scientist and
Film) in Experiment 72 We also evaluated the methods on all three Pharmaceutical domain classes (People,
Product, Organization) in Experiment 8. We found that iy, ; and.S Ej;., significantly improved upon

the recall of the baseline method; for both, this increase in recall is traded for a loss in pre€iBjon.has

the highest recall, at the price of an average 2.3% precision loss with respegy . In the future, we

will perform additional experiments to assess which one of the two methods is less sensitive to noise, but
based upon inspection of the test set and the behavior of both mefhBgs; appears more robust to noise

thanS Eier.

Another potential benefit of subclass extraction is an increase in the number of class instances that
KNOWITALL is able to extract from the Web. In the case of the Scientist class, for example, the number of
scientists extracted by MowlITALL at precision 0.9 increased by a factor of%E;;.,- was used to extract
subclasses and add them to the ontology. We do not see this benefit for classes such as City, where most of

®We didn't have enough subclasses to instantiate enumeration patterns for Gifyas only identified one named City
subclass.
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Method || Scientist Film

Precision| Recall | NW | Total || Precision| Recall | NW | Total
SFEpase 0.91 0.28 | 0.08| 11 1.0 0.36 | 0.5 8
SEgeit 0.87 0.69 | 0.15| 27 0.94 0.77 | 0.82| 17
SFE;ier 0.84 0.74 | 0.17| 29 0.93 0.68 | 0.8 16

Experiment 7: Results of the 3 Subclass Extraction methdts, (., SEr and SEj.,) for the
Scientist andFilm classes. For each method, we report Precision, Recall, NW, and Total. Recall

is defined in terms of the union of correct subclasses from all methods. Total is the number of correct sub-
classes found. NW is the proportion of correct subclasses missing from WordNet. The baseline system has
high precision, but low recall. Both extensions to SE increased recall dramatically with only a small drop in
precision.

Method || People Organization Product

Precision| Recall | NW | Total || Precision| Recall | NW | Total || Precision| Recall | NW | Total
SFEpase 1.0 0.28 | 0.07| 14 0.92 0.20 | 0.09| 11 0.88 0.44 1.0 31
SEseif 1.0 0.86 | 0.02| 42 0.87 0.84 | 0.36 | 47 0.86 0.74 1.0 51
SEiter 0.95 0.94 | 0.02| 46 0.89 095 | 0.22| 52 0.84 0.88 1.0 62

Experiment 8: Results for the Pharmaceutical domain of the 3 Subclass Extraction meéthgds, (S Ese; ¢
andSFE;..). The extensions to SE give a large increase in recall with only a small drop in precision, as they
do with domain-independent experiments.

the extracted subclasses are derived subclasses (e.g., “European City”). The reason is that extraction rules
that use derived subclasses tend to extract a lot of the same instances as the rules using the name of the
superclass (see Table 2).

4.6 Discussion

It is somewhat surprising that simple features such as the number of rules matching a given extraction are
such good predictors of a candidate representing a subclass. We attribute this to the redundancy of Web data
(we were able to find matches for a large number of our instantiated candidate rules) and to the semantics of
the enumeration patterns. The subclass sets &y, ; and S E;;., contain many of the same candidates,
althoughS E;., typically picks up a few more.

Another interesting observation is that the different sets of extracted subclasses have widely varying
degrees of overlap with the hyponym information available in WordNet. In fact, all but one of the subclasses
identified for People are in WordNet, whereas none of those Products appeasetherEntibiotics, Anti-
histamines, Compounds, etc.). In the case of Organizations, there is a partial overlap with WordNet and it
is interesting that terms that can refer both to a Person and an Organization ( “Supplier”, “Exporter” etc.)
tend to appear only as subclasses of Person in WordNet, although they are usually found as subclasses of
Organizations by KiowITALL’s subclass extraction methods.

5 List Extractor
We now present the third method for increasingdITALL's recall, the List Extractor (LE). Where the

methods described earlier extract information from unstructured text on Web pages, LE uses regular page
structure to support extraction. LE locates lists of items on Web pages, learns a wrapper on the fly for each
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list, automatically extracts items from these lists, then sorts the items by the number of lists in which they
appear.

LE locates lists by querying search engines with sets of items extracted by the basetimd 1 LL
(e.g, LE might query Google with “London” “Paris” “New York” “Rome”). LE leverage the fact that many
informational pages are generated from databases and therefore have a distinct, but regular and easy-to-learn
structure. We combine ideas from previous work done on wrapper induction in our implementation of LE
to learn wrappers quickly (in under a second of CPU time per document) and autonomously (unlike much
of the work on wrapper induction, LE is unsupervised).

5.1 Background and Related Work

One of the first applications of wrapper learning appeared in [17], which describes an agent that queried
online stores with known product names and looked for regularities in the resulting pages in order to build e-
commerce wrappers. In [28], Kushmerick generalized how to automatically learn wrappers for information
extraction, and presented wrappers as regular expressions with some kind of structure or constraints. The
idea is that given a fully labeled training set of sample extractions from documents, one can learn a wrapper
or patterns of words that precede and follow the extracted terms. In addition to the prefixes and suffixes,
there is also a notion of heads and tails, which are points that delimit the context to which the extraction
pattern applies.

The base algorithm for wrapper induction is fairly straightforward. Given fully labeled texts (or oracles)
in which negative examples are those parts without labels, iterate over all possible patterns to find the best
heads, tails, prefixes, and suffixes, that match all the training data, and use these for extraction. The com-
plexity and accuracy depends on the expressiveness of the expressions (i.e. wild cards, semantic/synonym
matches, etc.), the amount of data to learn from, and the level of structure in the documents.

Cohen in [11] extended the notion of wrapper induction by generalizing how to automatically learn rules
to include linear regular expressions as well as hierarchical paths (DOM parse) in an HTML document.
Cohen also explored how to use these wrappers to automatically extract arbitrary lists of related items from
Web pages for other purposes [12]. We borrow both of these ideas in our implementation, but differ in how
our wrapper is trained, used, and measured experimentally.

Perhaps the work that most resembles LE is Google Sets, which is an interface provided by Google
that functionally appears almost identical to LE. The input to Google Sets is several words, and the output
is a list of up to 100 tokens that are found in lists on the Web. Since we do not know how Google Sets
is implemented and cannot get unlimited results from their interface, we are unable to compare the two
systems.

5.2 Problem Definition and Characteristics

The inputs to LE include the name of a class and a set of positive seeds. The output is a set of candidate
tokens for the given class that are found on Web pages containing lists of instances, where the list includes a
subset of the positive seeds. We take advantage of the repetition of information on the Web by being highly
selective on which documents we choose to extract from. In particular, we want documents that contain
many known positive examples and that exhibit a high amount of structure from which we can infer new
examples. Itis reasonable to assume that this structure exists for many classes, since many professional Web
sites are automatically generated from databases.

We do not have negative examples, so any learning procedure we use will have to rely on positive
examples only. This means that as we carve out a space that we believe separates the positive instances
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LISTEXTRACTOR (seedExamplés
documents searchForDocumens#edExamplgs
For eachdocumentn documents
parseTree= ParseHTML{ocument
For eachsubtreein parseTree
keyWords= findAlISeedsInTreesubtreg
prefix= findBestPrefix{eyWords, subtrge
suffix= findBestSuffixkeyWords, subtrge
Add to wrapperTredrom createWrappeptefix, suffi))
For eachgoodWrappein wrapperTree
Find extractionsusinggoodWrapper
Return list of extractions

Figure 13: High-level pseudocode for List Extractor

from the negative ones, we need to make some assumptions or apply some domain specific heuristics to
create a precise information extractor. This is done by analyzing the HTML structure of a document. In
particular, we localize our learning to specific blocks of HTML, and strongly favor complex hypotheses
over less restrictive ones. It is better to under-generalize than to over-generalize. The intuition is that under-
generalizing may result in false negatives for a given document, but that the missed opportunities on one
document are likely to appear again on other documents.

5.3 Algorithm

Now we will discuss the online wrapper induction algorithm outlined in Figure 13. The input to this
algorithm is a set of positive examples (seedExamples at line 1). The output is a list of tokens (extractions).

The first step is to use the seed examples to obtain a set of documents as shown in line 2. This is currently
done by selecting some number of random positive seeds to combine in a query to a search engine such as
Google. One can imagine more sophisticated ways of selecting seeds such as grouping popular or rare
instances together (assuming like-popularity instances are found together), or grouping seeds alphabetically
since lists are often alphabetical on the Web.

We apply the learning and extraction to each document individually. Within a document we further
partition the space based on the HTML tags. This is done by creating a subtree (or single HTML block from
the whole document) for every set of composite tags (suetiedde> , <select> ,<td> , etc.) that have
a start and end tag and more text and tags in between. Once we have selected an HTML block or subtree of
the parsed HTML, we must first identify all the positive seeds within that block that are the words used in
the search. We may add a threshold to skip and continue with the next block if not enough seeds are found.
At this point we apply the learning to induce a wrapper.

A prefix is some pattern that precedes a token (the seeds in our example). In order to learn the best prefix
pattern for a given block, we consider all the keywords in that block, and find some pattern that maximally
matches all of them. Generally we consider 3 - 10 keywords in a block to learn from (more discussion of this
later). One option is to build a prefix that matches as many exact characters as possible for each keyword
starting from the token and going outwards to the left. A more flexible option is to increase expressiveness
and have wildcards, Boolean characteristics, or semantic/synonym options in the matching, similar to Perl
regular expressions. The former option is too specific to generalize well in almost any context, and the
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latter is complicated and requires many training examples (probably best for free text with many labeled
examples). We chose a compromise that we believe will work well in the Web domain. First we require that
all characters match up until the first HTML tag. For examgkenter>hot Tucson</center> and

<td>hot Phoenix</td> would have a prefix “hot ”. If the text matches up to a tag, then we check if the
tags match. In this case we do not require that the whole tag match - we just require that the tag type be the
same, even though the attributes may differ. This means that fom.ar  tag, two keywords might have a
different “href=...” but still match. The only exception is when we match a text block (or text between tags).
Then these must match among all keywords in order to be included in the prefix. Some sample wrappers
look like (<td><a>TOKEN motels</a></td> )and (/ &nbsp; TOKEN &nbsp; // ). The best

prefix is generally considered to be the longest matching prefix. To learn a suffix, we apply the same idea
outwards to the right of the token.

Once a wrapper is learned, we add it to a wrapper tree. The wrapper tree is a hierarchical structure that
resembles the HTML structure. Each wrapper in the wrapper tree corresponds to blocks that subsume or
contain other wrappers and their blocks. This can be useful for later analysis and comparison of wrappers
for a given document in order to choose which wrappers to apply. One heuristic would be to only apply
wrappers that are at the leaves (i.e. smallest HTML block with several keywords). Another heuristic would
be to apply a wrapper only if it did not generalize any further than its children. After all the wrappers have
been constructed and added to the tree, we select the best ones according to such a measure (initialized with
defaults or learned in some way) and apply them to get extractions. Applying a wrapper simply means to
find other sequences in the block that match the pattern completely, and then to extract the specified token.

5.4 Example and Parameters

Keywords: Italy, Japan, Spain, Brazil

1 <html>

2 <body>

3 My favorite countries:

4 <table>

5 <tr><td><a>ltaly</a></td><td><a>Japan</a></td><td><a>France</a></td></tr>
6 <tr><td><a>lsrael</a></td><td><a>Spain</a></td><td><a>Brazil</a></td></tr>
7 </table>

8 My favorite pets:

9 <table>

10 <tr><td><a>Dog</a></td><td><a>Cat</a></td><td><a>Alligator</a></td></tr>

11 </table>

12 </body>

13 </html>

Wrappers (at least 2 keywords match):
wl (1 - 13): <td><a>TOKEN</a></td>
w2 (2 - 12): <td><a>TOKEN</a></td>
w3 (4 - 7): <td><a>TOKEN</a></td>
w4 (5 - 5): <td><a>TOKEN</a></td><td><a>
W5 (6 - 6): </a></td><td><a>TOKEN</a></td>

Figure 14: Example HTML with learned wrappers. LE selects wrapper w3 that covers the table from lines

4 to 7 and extracts all the country names without errors. Other wrappers either over-generalize or under-
generalize.
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We consider a relatively simple example in Figure 14 in order to see how the algorithm works, and to
illustrate the effects of different parameters on precision, recall, overfitting, and generalization. On top we
have the 4 seeds used to search and retrieve the HTML document, and below we have the 5 wrappers learned
from at least 2 keywords and their bounding lines in the HTML.

The first wrapper, wl, is learned for the whole HTML document, and matches all 4 keywords; w2 is
for the body, and is identical to w1, except for the context; w3 has the same wrapper pattern as wl and w2,
contains all keywords, but has a noticeably different and smaller context (just the single table block); w4 is
interesting because here we see an example of overfitting. The suffix is too long and will not extract France.
We see a similar problem in w5 where the prefix is too long and will not extract Israel.

Itis easy to see that the best wrapper is w3; w4 and w5 are too specific; while w2 and wl are too general.
There are a few heuristics one can apply to prefer wrappers such as w3 over the others. One is to force most
or all keywords to match (in our case, forcing 3 or 4 words to match rather than 2 would not have allowed
w4 or w5). Another is to only consider leaf wrappers. In the case of having at least 2 words match for
a wrapper, this would not help since we would select w4 and w5. However, if we combine selecting leaf
wrappers with matching many key words, we would eliminate w4 and w5 and be left with w3, which is
optimal. The intuition is that generally as we go up the wrapper tree, we generalize our wrappers to a larger
part of the document which is more prone to errors. If we do not force many keywords to match, we get
smaller leaves and may be more precise lower in the tree, but miss out on some of the structure and get less
extractions. Below is a list of some parameters to consider when using this algorithm:

1. Number of keywords to match in a block

2. Selection of wrappers from the wrapper tree (leaves, all, other)

3. Length/complexity of prefix/suffix/both

4. Number of search words to use for retrieving documents

5. Selection of keywords for searching (random, alphabetical, popular/rare together/apart)

5.5 Results

We measured LE on three classes running it for varying number of seeds and queries. We left all parameters
at their default values (meaning the wrappers were fairly selective) and searched for documents using 4
randomly drawn seeds at a time. A sample of the results are shown in Experiment 9.

Class Seeds| Queries| Extractions| Correct| % Correct
City 3,000 9,000 190,000| 90,000 47%
Film 300 9,000 31,000| 24,500 79%
Scientist 50 5,000 65,000 | 15,000 23%
City 5 1 6,000 | 4,000 66%

Experiment 9: Results for LESeedds the number of positive examples given as inpQueriesis the
number of times 4 tokens were randomly selected from the seeds to search for doctxieatsionsis the

total number of unique extractions. LE can find large numbers of extractions from relatively few queries.
Correctis the number of extractions in the class before using the Assessor to boost precision.

As Experiment 9 shows, LE is very efficient at finding many correct extractions in a class. In under two
minutes, it took five seeds and found about 4000 correct extractions. Actually this is not very impressive
since some lists were found on pages that contained over 18,000 correct city instancesd@sethsearch
guery can get much better documents). However, in all cases, there was also a significant amount of junk.
Here are some of the reasons for this:

32



1. Airports, Hotels, Countries, and more junk are often listed with cities

2. Actors, Musicians, and misspellings are often listed with movies

3. Famous people, random names, and other information are often listed with scientists
Intuitively this makes sense as lists and HTML structure in general often group related things together.
Scientists are particularly difficult since they fall into many more general categories.

5.6 Discussion and Future Extensions

Although the percentage correct in all categories may not look very promising, these results are actually
quite good since cutting down the number of candidate tokens from the whole Web to the subsets above
helps the Assessor. Also, there may be many items found in lists and other structures on the Web that are
not found in free text by standard information extraction methods. For example, rare cities found on long
HTML select lists will often not be found in free text.

There are quite a few extensions that can be done to make LE work better. Finding more relevant
documents and lists, perhaps through better selection of seeds, will probably help, since there are clearly
thousands of lists still to be found in all the classes considered here. Making the wrappers more expressive
and learning the best wrapper parameters for each class could help too. For example, movies could use more
flexible matching since the titles sometimes have slightly different orders of words, but are still the same.

6 Experimental Comparison

We conducted a series of experiments to evaluate the effectiveness of Subclass Extraction (SE), Pattern
Learning (PL), and List Extraction (LE) in increasing the recall of the baseliRewd TALL system on
three classe€ity , Scientist , Film . We used the Google API as our search engine. The baseline, SE,
and PL methods assigned a probability of correctness to each instance based on PMI scores; LE assigned
probability based on the number of lists in which an instance was found. We estimated the number of correct
instances extracted by manually tagging samples of the instances grouped by probability, and computed
precisionas the proportion of correct instances at or above a given probability. In addition, in the case
of City , we automatically marked instances as correct when they appeared in the Tipster Gazetteer, and
likewise forFilm and the Internet Movie Database.

We were surprised to find that over half of our correct instance€ityf were not in the Tipster
Gazetteer. The LE method found a total of 78,157 correct extractior@itypr, of which 44,611 or 57%
were not in the Tipster Gazetteer. Even if we consider only the high probability extractions, there are still a
large number of cities found by ¥\OwITALL that are missing from the Tipster Gazetteer: we found 14,645
additional ‘true’ cities at precision .80 and 6,288 ‘true’ cities at precision .90.

Experiments 10, 11, and 12 compare the number of extractions at two precision levels: at precision 0.90
for the baseline KiowlTALL system (B), the baseline combined with each method (PL, SE, LE) and “All”
for the union of instances extracted by B, PL, SE, and LE; and at precision .80 for the bars marked B2, PL2,
SE2, LE2, and All2. In each bar, the instances extracted by the baseline exclusively (B or B2) are the white
portion, and those extracted by both a new method and the baseline are shown in gray. Since each method
begins by running the baseline system, the combined height of the white and gray portions is exactly that of
the B bar in each Figure. Finally, instances extracted by one of this paper’s method tyithe baseline
are in black. Thus, the black portion shows the “added value” of our new methods over the baseline system.

In theCity class we see that each of the methods resulted in some improvement over the baseline, but
the methods were dominated by LE, which resulted in more than a 4-fold improvement, and found nearly
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Experiment 10: The number of correct instance€iy at precision .90 and at precision .80 for baseline
KNOWITALL and extensions to the baseline system. Each extension increased recall, with List Extractor
giving more than a 4-fold improvement.

all the extractions found by other methods. We see very similar results for thé=dlasgExperiment 11),

where LE gives a 7-fold improvement at precision .90 and 8-fold improvement at precision .80. We saw
a different behavior for the clasScientist (Experiment 12), where SE’s ability to extract subclasses
made it the dominant method, though both PL and LE found useful extractions that SE did not. SE gave
a nearly 5-fold improvement over B f@cientist at precision .90 and all methods combined gave a 7-
fold improvement. We believe that SE is particularly powerful for general, naturally decomposable classes
such ag’lant , Animal , orMachine where text usually refers to their named subclasseg Flower,

Mammal, Computer ). To use the psychological terminology of [43], we conjecture that text on the Web
refers to instances as elements of “basic level” categories suelvasr much more frequently than as
elements of superordinate ones suclPiEnt .

While our methods clearly enhancenKwITALL’s recall, what impact do they have on its extraction
rate? As an information carnivore,NOWITALL relies heavily on Web search engines for both extraction
and assessment. Since it would be inappropriate fooWl TALL to overload these search engines, we limit
the number of queries per minute thatt®&wITALL issues to any given search engine. Thus, search engine
gueries (with a “courtesy wait” between queries) are the system’s main bottleneck. We measure extraction
rate by the number of unique instances extracted per search engine query. We fooigueextractions
because each of our methods extracts “popular” instances multiple times. Table 3 shows that LE not only
finds five to ten times more extractions than the other methods, but also has an extraction rédaeyover
times greatethan the other methods.

Table 4 shows how the trade-off between recall and precision has major impactOwlKALL'’S
performance. For each class and each methodp)wl TALL finds a total number of extractions that is
larger than the number of extractions that it can reliably classify as correct. For example, LE finds a total
of 151,016 extractions fo€ity that include 78,157 correct cities, for an overall precision of 0.52 before
applying the Assessor. A perfect Assessor would give high probability to all of the correct extractions, and
low probability to all the errors; instead, the set of extractions with precision .80 has only 33,136 correct
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Experiment 11: Number of correct instances-d0i at precision .90 and .80. List Extractor gives a 7-fold
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Experiment 12: Correct instances $€ientist at precision .90 and .80. For this class, Subclass Ex-
traction gives the greatest improvement, with 5-fold increase over the baseline system at precision .90. All
methods combined give a 7-fold increase.
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Table 3: The total number of unique extractions by each method, along with the number of queries issued
and the extraction rate (extractions per query). List Extractor not only finds 5 to 10 times as many extractions

Method | Extractions| Queries| Extraction Rate
B 51,614 | 391,434 0.132
PL 31,163 | 273,978 0.114
SE 28,672 | 255,082 0.112
LE 245,783 | 45,250 5.432
All 304,557| 846,674 0.360

as other methods, but has an extraction rate more than 40 times greater.

cities. KNOWITALL has trouble distinguishing many of the correct extractions from the errors.

| Class | Method | Extractions| Correct[ Precision| Corr. at Precision .99 Corr. at Precision .80

City B 10,094 | 8,342 0.83 5,852 8,342
City PL 11,338 | 7,442 0.66 5,883 6,548
City SE 5,045| 3,514 0.70 2,023 2,965
City LE 151,016| 78,157 0.52 20,678 33,136
Film B 36,739 | 21,859 0.59 4,645 7,436
Film PL 15,306| 9,755 0.64 2,286 2,648
Film SE 16,820 9,840 0.57 2,286 4,424
Film LE 78,859 | 61,418 0.72 27,973 55,575
Scientist B 4,781 | 3,690 0.77 1,599 2,905
Scientist PL 4,519| 2,119 0.47 751 1,869
Scientist SE 6,807 | 6,168 0.91 6,168 6,168
Scientist LE 15,907 | 10,147 0.64 1,245 3,773

Table 4: The total number of extractions, total number correct, and overall precision for each class and
method. The total number of correct extractions greatly exceeds the number of correct extractions at preci-
sion .80, which suggests that our current Assessor achieves high precision at the cost of a large number of
false negatives.

We were pleasantly surprised that the altertiatefrequencyAssessor method used by LE has perfor-
mance comparable to the PMI method. The PMI probability computation requires a set of search engine
gueries to get hit counts for each discriminator for each new extraction, which accounts for most of the
queries in Table 3. LE is more efficient, because it does not use hit counts, but uses a probability computa-
tion that increases monotonically with the number of lists in which an extraction is found. The list frequency
method outperformed the PMI method for the cle8s , finding 70% of the correct films at precision .80
as compared to 34% of correct films at precision .80 for the Baseline system. On the other hand, the PMI
method performed better than the list frequency method for the cl@#tses andScientist . This raises
an interesting question of whether a frequency-based probability computation can be devised that is effective
in maintaining high precision, while avoiding a hit count bottleneck.

The variation in overall precision in Table 4 corresponds to variation in effectiveness of the Assessor
in distinguishing correct extractions from noise. The baseline system halted its search for cities while the
overall precision was fairly high, 0.83, because the Assessor was assigning low probability to obscure, but
correct cities and the signal-to-noise ratio fell below 0.10. This was even more pronounced for SE, which
cut off search for more scientists, at an overall precision of 0.91.
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While each of the methods tested have numerous parameters that influence their performance, we ran
our experiments using the best parameter settings we could find for each method. While the exact results
will vary with different settings, or classes, we are confident that our main observations — the large increase
in recall due to our methods in concert, and an impressive increase in extraction rate due to LE — will be
borne out by additional studies.

7 Related Work

One of KNOWITALL’S main contributions is adapting Turney’s PMI-IR algorithm [48, 46, 47] to serve as
validation for information extraction. PMI-IR uses search engine hit counts to compute pointwise mutual
information that measures the degrea@oh-independendeetween a pair of words. Turney used PMI from

hit counts to select among candidate synonyms of a word, and to detect the semantic orientation of a phrase
by comparing its PMI with positive word®(g.“excellent”) and with negative word®(g.“poor”).

Other researchers have also made use of PMI from hit counts. Magjrahi[31] validate proposed
guestion-answer pairs for a QA system by learning “validation patterns” that look for the contexts in which
the proposed question and answer occur in proximity. Uryupina [49] classifies proposed instances of geo-
graphical classes by embedding the instance in discriminator phrases muchulilel iKALL’s, which are
then given as features to the Ripper classifier.

KNowITALL is distinguished from many Information Extraction (IE) systems by its novel approach
to bootstrap learning. Unlike IE systems that use supervised learning techniques s$igtieasMarkov
modelgyHMMS) [23], rule learning [44, 8, 10], maximum entropy [35], or Conditional Random Fields [32],
KNowlTALL does not require manually tagged training sentences. &rag427] gives a good overview
of the choices of methods in bootstrap learning. Bootstrap is an iterative approach that alternates between
learning rules from a set of instances, and finding instances from a set of rules. This is closely related to
co-training [5], which alternately learns using two orthogonal view of the data.

IE systems that use bootstrapping include [41, 1, 7, 36, 13, 9]. These systems begin with a set of hand-
tagged seed instances, then alternately learn rules from seeds, and further seeds fronNNESTAKL
is unique in not requiring hand-tagged seeds, but instead begins with a domain-independegésetiof
extraction patternérom which it induces a set of seed instancesldITALL’s use of PMI validation helps
overcomes the problem of maintaining high precision, which has plagued previous bootstrap IE systems.

KNOWITALL is able to use weaker input than previous IE systems because it relies on the scale and
redundancy of the Web for an ample supply of simple sentences. This notiedusfdancy-based extraction
was introduced in Mulder [29] and further articulated in AskMSR [4]. Of course, many previous IE systems
have extracted more complex relational information thawoll TALL. We believe that Kiowl TALL will
be effective in extracting-ary relations, but we have yet to demonstrate this experimentally.

KNowITALL’s List Extractor (LE) module uses wrapper induction to look for lists of relevant facts on
Web pages. This uses wrapper techniques developed by KushreeatK28], and extended by Cohen
etal.[11, 12] to learn hierarchical paths (DOM parse) in an HTML document. Perhaps the work that most
resembles LE is Google Sets: the input is several words, and the output is a list of up to 100 tokens that
are found in lists on the Web. Since we do not know how Google Sets is implemented, we are unable to
compare the two systems.

Several previous projects have automated the collection of information from the Web with some success.
Information extraction systems such as Google’s Froogle, Whizbang’s Flipdog, and Elion, collected large
bodies of facts but only in carefully circumscribed domaieg{ job postings), and only after extensive
domain-specific hand tuning. NOWITALL is both highly automated and domain independent. In fairness,
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though, KNOWITALL’s redundancy-based extraction task is easier than Froogle and Flipdog’s task of ex-
tracting “rare” facts each of which only appears on a single Web page. Semantic tagging systems, notably
SemTag [15], perform a task that is complementary to thatbWITALL. SemTag starts with the TAP
knowledge base and computes semantic tags for a large number of Web pagesl TRLL’Ss task is to
automatically extract the knowledge that SemTag takes as input.

KNowITALL was inspired, in part, by the WebKB project [14]. However, the two projects rely on very
different architectures and learning techniques. For example, WebKB relies on supervised learning methods
that take as input hand-labeled hypertext regions to classify Web pages, wheread #aLL employs
unsupervised learning methods that extract facts by using search engines to home in on easy-to-understand
sentences scattered throughout the Web.

8 Future Work

There are numerous directions for future work fi&wITALL is to achieve its ambitious goals. First, while
KNOWITALL can extract n-ary predicates (see, for example, the extraction rule in Figure 8), this ability has
not been tested at scale. In addition, we need to general@@\KTALL's bootstrapping and assessment
modules as well as its recall-enhancing methods to handle n-ary predicates. Second, we need to address
tricky extraction problems including the word sense disambiguagam, (Amazon is both a river and a
bookstore), the extraction of temporally changing faetg( the identity of the president of the United
States is a function of time), the distinction between facts, opinions, and misinformation on the.\4eb (
Mulder [29], KNOWITALL’s ancestor, was misled by a page entitled “Common Mis-conceptions about
Space”), and more. Fourth, we plan to investigate EM and related co-training techniques [5, 37] to improve
the assessment of extracted instances. Finally, several authors have identified the challenges of moving from
today’s Web to the Semantic Web. We plan to investigate whethenid TALL's extractions could be used

as a source of semantic annotations to Web pages, which would help to make the Semantic Web real.

The main bottleneck to KowlTALL’s scalability is the rate at which it can issue search-engine queries;
While KNOWITALL issues over 100,000 queries to Web search engines daily, it inevitably exhausts the
number of queries it is allowed to issue to any search engine in any given day, which forces it to “rest”
until the next day. In order to overcome this bottleneck, we are incorporating an instance of the Nutch
open-source search engine intoaewITALL. Our Nutch instance has indexed 100,000,000 Web pages.
However, since our the Nutch index is still one to two orders of magnitude smaller than the indices of
commercial engines, KOwlITALL will continue to depend on external search engines for some queries.
Using the information food chain terminology, incorporating the Nutch instance inOWITALL will
transform it from an information carnivore to arformation omnivore

Finally, we have also considered creating a multi-lingual version @dWITALL. While its generic
extraction patterns are specific to EnglisrnéWITALL could bootstrap its way into other languages by
using the patterns to learn instances of a class, Cities in France) and then use its pattern learning module
to learn extraction rules and discriminators in French, which may be particularly effective at extracting
the names of French cities. In fact, we could restrict underlying search engines such as Google to return
only pages in French. KowlTALL’s architecture applies directly to multi-lingual extraction — the main
elements that would need to be generalized are the class labels, which are currently in English, and minor
modules such as its part of speech tagger.
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9 Conclusions

The bulk of previous work on Information Extraction has been carried out on small corpora using hand-
labeled training examples. Supervised learning enabled mechanisms such Hidden Markov Models or Con-
ditional Random Fields to extract information from complex sentences. In contrasiwkrALL'’s focus
has been omnsupervisechamed-entity extraction from the Web. NOWITALL takes as input a set of
predicate names, but no hand-labeled training examples of any kind, and bootstraps its extraction process
from a small set of generic extraction patterns. To achieve high precisivoWKTALL utilizes a novel
generate-and-test architecture, which relies on mutual-information statistics computed over the Web corpus.
The paper reports on several experiments that shapem\KTALL's design. The experiments suggest
general lessons for the designers of unsupervised extraction systems. Experiment 1 showedtrat K
ITALL can tolerate up to 10% noise in its bootstrapped training seeds. This noise tolerance is essential to
unsupervised extraction. Experiment 2 showed that negative training seeds for one class can be garnered
from the positive training seeds of related clase£480]). Finally, Experiment 3 demonstrated the impor-
tance of a well-designed search cutoff metric for both extraction efficiency and precision.
Ourpattern learningPL), subclass extractio(SE), andist extraction(LE) methods greatly improve on
the recall of the baselineMowlI TALL system described in [20], while maintaining precision and improving
extraction rate. Experiments 4 through 9 suggest design lessons specific to each method. Experiments 10
through 12 report on the relative performance of the different methods on the dZigsesFilm , and
Scientist . Overall, LE gave the greatest improvement, but SE extracted the mos3cientists
Remarkably, we found that LE’s extraction rate was deety times greatethan that of the other methods.
Although KNOWITALL is still “young”, it suggests futuristic possibilities for systems that scale up
information extraction, new kinds of search engines based on massive Web-based information extraction,
and the automatic accumulation of large collections of facts to support knowledge-based Al systems.

Appendix

Proof of Theorem 1/ Given an instance of the knapsack optimization problem with a set of ifgf@sch
having an integral value; and a weight;) and knapsack weight limif, the goal is to find a subséf of

I such that the sum of the values of the itemdins as large as possible, given that the total weight of the
items in K is less tharl..

The reduction from the knapsack problem to the single-extraction discriminator ordering problem is
straightforward, except for one technical detail - in the knapsack problem, rewards (i.e. values) are additive;
in discriminator ordering, the expected reward from executing a particular discriminator can change depend-
ing on the results of other discriminator executions. We solve this by reducing knapsack to a discriminator
ordering problem where discriminators have precision equal to one (so as soon as one discriminator returns
true, the system can conclude that the extraction is true and reward R is one) and discriminator recall is
proportional to value but small enough that the additive property of knapsack is preserved. Specifically, we
reduce an instance of the knapsack problem to the single-fact discriminator ordering problem as follows:
first, setd = {¢1} and( = 1, and set the initial belief(¢;) = % (when computing expectations, we take
belief as our estimate of probability, so the probability thats true isP(¢1) = b(¢1) = %). For each item
iin I, we create a discriminatdf with coste(d;(¢1)) = t;, precisionr(d;) = 1, and recallv(;) = wgw

"Although we give the proof in terms of our active classification model, it can also be directly adapted to the POMDP model
given in [24]
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whereV = max;cx (v;). Note that the reduction to this single-extraction discriminator ordering problem is
polynomial-time.

The discriminator ordering problem returns a policy mapping states to actions; however(#yjth- 1
for all 4, this policy amounts to an optimal s&t of discriminators that has total cost I and maximizes
expected reward’'| R] for the system. The system executes the discriminators fkgrand if one returns
true, the extraction must be true. In this case the system assigns Bgligf= 1 and receives reward
R = 1. If no discriminator returns true, the system will assign a belief valuB gf,. based on a Naive
Bayes update:

Brase = P(¢1[{—0;:i€ K})
P({~0; : i € K}|¢1)P(¢1)
P({=6; 1 i € K}|=¢1)P(=¢1) + P({~d; : i € K}¢1)P(¢1)
HieK(l —w(d;))
14+ JLier (1 —w(d:))

The expected reward of executing the set of discriminakois:

E[Rlx = P(¢1)[(1 = P({=0i i € K}|¢1)Birue + P({=0: : i € K}¢1)Braise] = P(=¢1) Bfaise

With algebra we have:
_ 1- HieK(l - W(di))
2+ 2[Licx (1 —w(02))

We will prove the reduction by showing that wheneve€iis a higher-value set of knapsack items than

K, i.e.
Zw(5i) > Z w(d;)

ieK jEK'

E[R]k (6)

it must be the case that

[[a-w@) < [T -w@)

ieK jEK'

which by Equation 6 implies that[R]x > E[R]k:.
Because thes(d;)’s are sufficiently small, we can expand the prodliGt , (1 — w(é;)) and bound the
sum of the terms including more than an@;). Specifically,

[[a-w@)=1-3w@)+> 3 w@)w@;) - ...+ (~)F T] w©:)

i€EK icK €K jeEK—i iceK

It can be shown that the terms of this alternating series are decreasing in absolute value, so that

[T -w@) =1+QEK) =D w@)

ieK €K
with K| IE
K I v 1
< ))? < ? =
|Q(K)| < ( 9 )(IZ%&%W(‘;Z)) < 9 (2‘/2‘]‘2) 8V2|I|?

Note that this is true for all, so|Q(K’)| is also less thaw. Since the values; are positive
integers, ify_;p w(d;) > > w(d;), the difference betweeh, ;- w(d;) and} . j» w(d;) must be at
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least In particular:

1
V212"

1 1
_W +§<LU((51) > W + Z w((ij)

JjEK’
= 1HQK) = Y w(d) <1+Q(K") = Y w(®;)
€K JEK'
= JIa-w@:) < J] @ —ws;)

i€K JEK'
= E[R]K > E[R}K/

We have shown that whenever, . w(0;) > >,k w(d;) it must be the case thai, (1 — w(d;)) <
[1;cx (1 —w(d;)). Thus, a solution to the discriminator ordering problem is a set of discriminafdiar
which the total cost is less thaih and the sun}_, ;- w(d;) is no less thary- ., w(d;) for any otherK’
with total cost less thai. Becausev(d;) is proportional tov;, the setK is also an optimal solution to the
knapsack problem, completing the reductian.

Proof of Theorem 2. Given that the system is in a state with consumed cpk&t C’ be the greatest
integer less than the remaining c6st- c. Since all actions have unit cost (Byl), in this case the system
can only choose a set 6 extractions on which to execute the discriminator. The expected reward of this
set of actions is equal to the sum of the expected reward of each individual action, and this sum is maximized
by choosing th&€’ actions with largest individual expected reward. &), the expected reward of an action
is equal to itsM U value, so the optimal policy is to execute théactions with maximal\/U. O

Proof of Theorem 3. Define the current state as follows: the belief in fagtis b, there is a seD of
discriminators that have yet to be executed/enand a total cost of has been consumed so far. &tbe
the greatest integer less than the remaining €bstc. Since all actions have unit cost (By), the system
can execute a total @’ discriminators. We will prove that the optimal policy is always to execute’the
discriminators fromD with highestM/ U (andthat these”” discriminators are always the same irrespective
of both the outcome of previously executed discriminators and the initial baheffict ¢1) by induction on
C'.

For the base case, note thathy, the M U of an action is equal to the expected reward of executing that
action. So forC” = 1, the action with maximal/ U is exactly the action with maximal expected reward, i.e.
the optimal action. It remains to prove that the action with maxiidl is always the same irrespective
of both the outcome of previously executed discriminators and the initial beli®y the Naive Bayes
assumption, the optimal action is the same for giwenbelief b and does not vary for different particular
outcomes of previous discriminators; further, by assumpAigrthe optimal action does not dependion

Now takeC’ = n + 1. Let§ be the next discriminator executed by the optimal policy. By the inductive
hypothesis, after executirigthe optimal policy is to execute a sgtcontaining the: remaining discrimina-
tors with greatesd/ U value (and we need only consider one suchisdiecausé- is the same irrespective
of the outcome of). However, the expected reward of executihfpllowed by G is the same as that of
executingG followed byd. This implies that executing/ followed by is also an optimal policy. However,
if that is the case (by the reasoning for the base case given above) there must be no discriminator in the set
D — G with higher MU thand. Thus, the set of discriminato(s U 6 executed by the optimal policy is in
fact then + 1 discriminators inD with the highestM/ U value.O
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