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Abstract

Real-time image and video processing is a challenging problem in smart surveillance applications. It is necessary to
trade off between high frame rate and high resolution to meet the limited bandwidth requirement in many specific
applications. Thus, image super-resolution become one commonly used techniques in surveillance platform. The
existing image super-resolution methods have demonstrated that making full use of image prior can improve the
algorithm performance. However, the previous deep-learning-based image super-resolution methods rarely take
image prior into account. Therefore, how to make full use of image prior is one of the unsolved problems for
deep-network-based single image super-resolution methods. In this paper, we establish the relationship between the
traditional sparse-representation-based single-image super-resolution methods and the deep-learning-based ones
and use transfer learning to make our proposed deep network take the image prior into account. Another unresolved
problem of the deep-learning-based single-image super-resolution method is how to avoid neurons compromise to
different image contents. In this paper, the image patches are anchored to the dictionary atoms to group into various
categories. As a result, each neuron will work on the same types of image patches that have similar details, which
makes the network more accurate to recover high-frequency details. By solving these two problems, we propose an
anchored neighborhood deep network for single-image super-resolution. Experimental results show that our
proposed method outperforms many state-of-the-art single-image super-resolution methods.

Keywords: Image super-resolution, Anchored neighborhood regression, Deep learning, Transfer learning,
Convolutional neural network

1 Introduction
In recent years, big data [4, 7], cloud computing, and AI
(artificial intelligence) are the most popular research top-
ics. Deep learning in AI has moved from research labs to
applications, especially computer vision, natural language
processing, speech recognition, and many other fields
[8, 21]. These applications require systems or platforms to
interact with the real world by sensors [5, 6], such as cam-
eras in computer vision. However, the bandwidth of these
devices are very limited. For example, the bandwidth is
about 480 Mbps for the USB 2.0 interface. If the resolu-
tion is 1920 × 1080 and the frame rate is 100 hz, then the
bandwidth is about 5 Gbps.Moreover, the frame ratemust
be larger than 100 Hz in some high-speed applications.
Hence, frame rate up-conversion and super-resolution are
necessary in many real-time applications. Figure 1 gives
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an example of super-resolution in surveillance applica-
tion. In that case, the server side has high performance
to process images acquired from the sensors with lim-
ited bandwidth interface. In addition, such high payload
raises the scheduling problem in different communication
environments [26–28].
Image super-resolution (SR) technology takes the low-

resolution (LR) images as input and maps them to the
corresponding high-resolution (HR) space. It has been
studied for a long time but has become more prevalent
with the new generation of ultra-high-definition (UHD)
TVs (3840 × 2048). Most video content is not available
in UHD resolution. Therefore, SR algorithms are needed
to generate UHD content from full high definition (FHD)
(1920 × 1080) or lower resolutions [16]. Depending on
the number of the input LR images, image SR generally
can be divided into single-image SRmethod and multiple-
image SR method. In this paper, we focus on single-image
SR, which aims at recovering a high-resolution image
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Fig. 1 An example of super-resolution

from a single low-resolution image. For convenience, we
roughly subdivide the single-image SR methods into two
subclasses: the non-deep-learning-based methods and
the deep-learning-based ones. Most non-deep-learning-
based single-image SR methods either try to find the new
kinds of image prior or propose a new way to use these
existing image prior, while the deep-learning-based meth-
ods always learn a simple end-to-end mapping between
the LR image and the HR one.
Traditional non-deep-learning-based SR methods have

demonstrated that image prior, e.g., local smoothing,
nonlocal self-similarity, and sparsity, plays an important
role in image SR. Neighbor embedding (NE) approaches
assume that small image patches from a low-resolution
image and its high-resolution counterpart form low-
dimensional nonlinear manifolds with similar local geom-
etry. Chang et al. [3] proposed a SR method based on this
principle using the manifold learning method of locally
linear embedding (LLE) [24]. In addition to the local lin-
ear prior, image sparsity is the most commonly used in
the literature of single-image SR. Yang et al. [35] pro-
posed the first sparse-representation-based single-image
SRmethod that assumes the low-frequency image patches
have the same sparse representation with the correspond-
ing high-frequency image patches. On this basis, Zeyde
et al. [37] proposed a more efficient dictionary learning
method for both low- and high-resolution patches, which
leads to significant training time savings. Other kinds
of image prior, e.g., local smoothing and nonlocal self-
similarity, are also well studied as the regularization term
in the reconstruction-constraint-based single-image SR
methods. Apart from investigating the new image prior,
some traditional methods try to find out a more com-
pact representation of the well-known image prior or a
more efficient way to use these image prior for improving
the image SR performance. In [30], Timofte et al. propose

an anchored neighborhood regression (ANR) for single-
image SR. That is to anchor the neighborhood embedding
of a low-resolution patch to the nearest atom in the dic-
tionary and to precompute the corresponding embedding
matrix. In later, they further propose an improved variant
of ANR, which combines the best qualities of anchored
neighborhood regression and simple functions (SF) [31].
In order to make better use of the image sparse prior,
Zhang et al. [38] propose a dual dictionary to learn resid-
ual iteratively.
Recently, deep learning method has got much attention,

and it is successfully applied in many low- and high-
level computer vision problems. Some deep-learning-
based image SR methods have also been explored. The
pioneering work of deep-learning-based SR is SRCNN
proposed by Dong et al. [10, 11]. They demonstrated
that a convolutional neural network (CNN) can learn a
mapping from low-resolution image to high-resolution
one in an end-to-end manner. It does not require any
engineered features that are typically necessary in tradi-
tional non-deep-learning-based methods. Soon after, they
expanded this work for JPEG compressive image restora-
tion [9]. Recently, they further proposed an improved
version of SRCNN that takes the 1 × 1 convolution into
account to reduce the network weights and result in a
fast SRCNN (FSRCNN) [12]. Different from [9–12] that
use the undegraded image as ground true for training,
some works try to learn image residual. Kim et al. [17]
proposed a very deep network to learn residual to accel-
erate the convergence speed. The abovementioned meth-
ods (except FSRCNN) need to upscale the low-resolution
input image to the high-resolution space using a single
filter, commonly bicubic interpolation, before reconstruc-
tion. To avoid adding computational complexity, Shi et al.
[29] proposed to operate on the low-resolution image
space and introduce an efficient sub-pixel convolution
layer which learns an array of upscaling filters to upscale
the final LR feature maps into the HR output. Many
other new deep-learning-based single-image SR methods
[15, 20, 34] and video SR methods [2, 14] have also been
proposed.
Both the traditional non-deep-learning-based methods

and the deep-learning-based ones have their advantages.
Traditional methods always take the image prior into
account and have the process of strict mathematical
derivation. In comparison, deep-learning-based methods
always are the end-to-end mapping, which avoids the
complex optimization solving process and results in much
fast running speed. How to make full use of the advan-
tages of both of them is a very interesting problem. In this
paper, one of the problems we focus on is how to take
the image prior into account for the deep-learning-based
single-image SRmethod. On the other hand, in all the pre-
vious deep-learning-based methods, each neuron works
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on the whole input feature map. It has to compromise
to different image contents, although it has very small
receptive field. For example, to the smooth region of the
image, we expect the neuron to be low-pass filter, while
a high-pass filter is better to the complex texture region.
However, the natural images are usually content-rich con-
taining not only the smooth region but also the complex
texture region. The neuron works on the whole image has
to compromise to these totally different image contents
that will affect their activity to the final output. In this
paper, how to avoid the neuron compromises to different
image contents is another problem we focus on.
In this paper, we propose an anchored neighbor-

hood deep network for single-image SR. The well-known
anchored neighborhood regression method show that the
image high-frequency details can be computed by the
input low-frequency patches multiplied by a precomputed
matrix, which is well trained by a large amount of low
and high patch pairs with sparse prior constraint. We
design a convolution layer to mimic the matrix multipli-
cation process and transfer the weights of each row of
the well-trained matrix to one convolution filter. Differ-
ent from the previous transfer learning, we transfer the
weights from a matrix, which is outside any network and
trained with strict image prior constraint, to the network
instead of one network to the other one. Since the weights
of thematrix are trainedwith strict image prior constraint,
the convolution layer whose parameters are transferred
from the well-trained matrix has took the image prior into
account. Inspired by the anchored neighborhood regres-
sion single-image SR method, we first anchor the feature
vectors to the nearest dictionary atom. Then, to differ-
ent kinds of feature vectors, we use different convolu-
tion layers to predict their corresponding high-frequency
details. Figure 2 gives an intuitional description to this
process. That results in each neuron works on the same

kinds of image patches to avoid compromise to different
image contents. Through solving these two problems, we
successfully design an anchored neighborhood deep net-
work for single-image SR. Experimental results show that
our proposed method have comparable performance with
many state-of-the-art single-image SR methods.
In the next section, we will give some background on

sparse-representation-based and deep-learning-based SR
methods and review the anchored neighborhood regres-
sion methods. Section 3 introduces the motivation and
summarize our contribution. In Section 4, we propose our
anchored neighborhood deep network in detail. Section 5
describes our experiments, where we compare the perfor-
mance of our approach to other state-of-the-art methods.
Section 6 concludes our work. Finally, we discuss some
valuable future works in Section 7.

2 Related work
Since our proposed method is inspired by the anchored
neighborhood regression and makes full use of the advan-
tages of both sparse representation approaches and the
deep-learning-based ones, we shortly review them.

2.1 Sparse representation approaches
Sparse representation try to use nonzero coefficients as
few as possible to represent signal’s main information.
For a patch xi, the process of finding its sparse represen-
tation vector αi with respect to a known over-complete
dictionary D is called sparse coding. As can be seen,
owing to the over-completeness, the null space of D intro-
duces additional degrees of freedom in the choice of αi,
which can be exploited to improve its compressibility. To
obtain the sparse representation, sparse coding can be
formulated as

αi = argmin
αi

‖xi − Dαi‖22 s.t. ‖αi‖0 < L (1)

Fig. 2 Illustration of the anchored neighborhood convolution layer. Each input low-frequency feature vector will be anchored to one dictionary
atom that will activate the corresponding convolution layer. Then, the activated convolution layer maps the low-frequency feature vector to the
high-resolution space. The green double-headed arrowmeans each convolution layer is associated with one dictionary atom and a projection matrix
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Though this problem is NP-hard in general, it can be
approximated by a wide range of techniques [22]. In this
paper, we adopt an orthogonal matching pursuit (OMP)
[32] algorithm to solve this problem for its simplicity and
efficiency.
The other one main problem of sparse representation is

dictionary learning. Its general formulation is:

D, {αi} = argmin
D,{αi}

∑

k
‖xi − Dαi‖22

s.t. ‖αi‖0 < L ∀i (2)

where {αi} are the sparse representation vectors for {xi}.
There are many dictionary learning methods that have
been proposed in recent year. One of the widely used dic-
tionary learning methods is K-SVD [18], which has shown
more effectivity and higher efficiency than many other
state-of-the-art dictionary learning methods.
The sparse-representation-based SR method assumes

the same sparse representation for low-resolution patches
as their corresponding high-resolution patches. There-
fore, the sparse dictionaries have to be jointly learned for
low- and high-resolution image patches. Given a set of
training image patch pairs Xh and Xl, the joint dictionary
learning can be formulated as:

argmin
Dl ,Dh,α

1
N

‖Xh − Dhα‖22 + 1
M

‖Xl − Dlα‖22

+ λ

(
1
N

+ 1
M

)
‖α‖0 (3)

where Xh and Xl, N and M are the high- and low-
resolution patches and their dimensionality, respectively,
and α is the coefficient vector representing the sparsity
constraint.
To speed up the running time, Timofte et al. [30] pro-

posed anchored neighborhood regression for fast single-
image SR. They relaxed the L0 norm constraint to L2
norm and used part of the dictionary atoms to represent
each patch. Then, the objective function will become

αi = argmin
αi

‖xi − Dlαi‖22 + λ‖αi‖2 (4)

With the L2 norm, this turns the problem into ridge
regression and gives it a closed solution. An input low-
frequency patch yi can be projected to a high-resolution
space as

xi = Dh
(
DT
l Dl + λI

)−1
DT
l yi = Piyi (5)

where Pi is the stored projection matrix for dictionary
atom Di

l. In summary, ANR computes offline the projec-
tion matrix Pi for each dictionary atom in the training
process and anchors each patch to its most similar dictio-
nary atom andmaps it to output the high-frequency detail
patch with the corresponding projectionmatrix Pi. In [31],
Timofte et al. propose A+, an improved variant of ANR,

which combines the best qualities of ANR and SF.We refer
the reader to [30, 31] for more details about ANR and A+.

2.2 Deep learning approaches
The previous deep-learning-based image SR approaches
always learn an end-to-end mapping, which takes the
low-resolution image as input and directly outputs the
high-resolution one. The pioneer work is SRCNN [10],
which is a simple three-layer network. Specifically, the
first layer performs patch extraction and representa-
tion, which extracts overlapping patches from the input
image and represents each patch as a high-dimensional
vector. Then, the non-linear mapping layer maps each
high-dimensional vector of the first layer to another high-
dimensional vector, which is conceptually the representa-
tion of a high-resolution patch. At last, the reconstruction
layer aggregates the patch-wise representations to gener-
ate the final output. Inspired by other successful high-level
works, Kim et al. [17] proposed to increase the network
depth to have a larger receptive field to predict the image
details and use the residual learning method to acceler-
ate convergence. In [34], Wang et al. designed a network
to mimic the traditional sparse-representation-based SR
method. However, it needs multiple layers to get the accu-
rate sparse representation, and all the image patches use
the same network structure. Many other deep-learning-
based image SR methods have also been proposed.
Transfer learning in deep neural networks becomes

popular since the success of deep learning in image
classification [19]. The features learned from the Ima-
geNet show good generalization ability [36] and become a
powerful tool for several high-level vision problems.Many
works have demonstrated that transfer of the network
parameters learned from the ImageNet to their own net-
work can improve performance. Inspired by the success
of transfer learning applied in high-level vision prob-
lems, Dong et al. [9] explored several transfer settings
on compression artifact reduction and demonstrated the
effectiveness of transfer learning in low-level vision prob-
lems. Different from these transfer learning approaches
mentioned above, we propose to transfer the parameters
from a precomputed projection matrix that makes our
network can make full use of the image prior and improve
SR performance.

3 Motivations and contributions
Traditional non-deep-learning-based single-image SR
methods try to either find new kinds of image prior or
propose a new way to use these existing image prior. All
these previous works demonstrated that makes full use
of image priors can improve image SR performance. How
to use the image prior in deep-learning-based methods is
still rarely studied. So it inspires us to explore how to take
image prior into account for deep-learning-basedmethod.
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Fortunately, previous works proposed by Timofte et al.
[30, 31] show that the objective function with sparse prior
constraint has a closed solution. Furthermore, the matrix
multiplication can be easily implemented by a convolution
layer. Therefore, transferring these weights of the projec-
tion matrix trained offline to a convolution layer is a very
natural selection.
The neurons of these previous deep-learning-based

methods work on the whole input feature map. They have
to compromise to different image contents. ANR and A+
proposed by Timofte et al. [30, 31] inspire us to anchor
different image patches to different dictionary atoms, and
then, all the patches are naturally divided into multiple
categories and each neuron will work on the similar image
patches.
In this paper, contrary to previous works, we propose

to transfer the weights of the matrix, which are trained
offline using a large amount of patches with image prior
constraint, to the weights of a convolution layer. That
results in that our network has the inherent property of
taking the image prior into account. Similar to ANR and
A+, we anchor each feature vector to one of the dictio-
nary atoms and then use the corresponding convolution
layer to map the low-frequency input vector to predict its
high-frequency detail. As a result, each neuron of our net-
work works on the same kinds of image patches to avoid
compromise to different image contents.
In short, the contributions of this work are mainly in

three aspects:

• We establish a relationship between our
deep-learning-based single-image SR method and the
well-known sparse representation one. The transfer
learning technology has been used to join the
traditional approach with good ability of using image
prior knowledge and the deep-learning-based
approach with strong end-to-end optimization ability.

• We propose anchored neighborhood deep network
for single-image SR. Compared to the previous
deep-learning-based methods, the neurons in our
proposed SR network pay more attention to acquire
the local image information to avoid compromise to
different image contents. Compared to the traditional
anchored neighborhood regression methods, the
traditional methods are local optimization, while our
proposed network is an end-to-end global
optimization.

• We give large amount of experiments to demonstrate
the robustness of our proposed new single-image SR
method.

4 Proposedmethod
Compared to previous deep-learning-based single-image
SR methods, our proposed method is also an end-to-end

mapping that takes the low-resolution image as input and
directly outputs the high-resolution one. The difference
are mainly two aspects: we use a sparse prior constraint
convolution layer to take the image sparse prior into
account and use an anchored neighborhood convolution
layer to avoid neurons compromise into different image
contents. Therefore, we firstly introduce the sparse prior
constraint convolution layer and the anchored neighbor-
hood convolution layer that are associated with the two
problems we focus on. Finally, we introduce our new
network structure for single-image SR.

4.1 Sparse prior constraint layer
As shown in Eq. (4) and (5), the L2 norm sparse constraint
objective function has a close solution xi = Piyi, where
projection matrix is precomputed offline by a set of low-
and high-image patch pairs. If each row of the projection
matrix Pi is considered as a filter, we can use a convolution
layer to mimic this mapping process to predict the image
detail. Here, we assume that yi is a vector of size n × 1, xi
is a vector of size m × 1, and Pi is a matrix of size m × n.
Then, each convolution is of size 1× 1× n, i.e., the spatial
size of each convolution is 1× 1 and it has n feature maps.
Since the projection matrix Pi has m rows, there are m
convolutions of size 1×1×n. It should be noted that there
is no bias in each filter so that all the filters can fully mimic
the matrix multiplication process.
As shown in Eq. (5), xi = Dh

(
DT
l Dl + λI

)−1DT
l yi, where

Dl and Dh are two well-trained low and high dictionar-
ies. Since xi is the close solution with image sparse prior
constraint, we transfer the matrix weights to one convo-
lution layer that will make our network have an inherent
attribute to take image sparse prior into account and
the output xi will be a more accurate high-frequency
prediction.

4.2 Anchored neighborhood layer
The ANR and A+ firstly find the neighborhoods and
then calculate a separated projection matrix Pi for each
dictionary atom Di in the offline training process. As a
result, given an input patch feature yi, it just needs to
anchor it to its nearest neighbor atom Di and map it to
HR space using the stored projection matrix Pi. In this
paper, we use a network to mimic this process, which
has an inherent attribute to make our method get better
performance.
The anchored neighborhood convolution layer is out-

lined in Fig. 2. To each dictionary atom Di, we calcu-
late its projection matrix Pi using the same method as
A+, which has took the image sparse prior into account.
After training all projection matrices, we transfer them
to different convolution layers using the method men-
tioned above. That is, each sub-convolution layer with
respect to an atom in the anchored neighborhood layer
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is a sparse prior constraint convolution layer. It should
be noted that all these sub-convolution layers can be par-
allel implemented. To each input low-frequency feature
vector, the anchored neighborhood layer will anchor it
to one dictionary atom that will activate the correspond-
ing sub-convolution layer. Then, the activated convolution
layer maps the low-frequency feature vector to the high-
resolution space, which executes the traditional matrix
multiplication process.
Since we transfer the weights of the projection matrix

Pi to the sub-convolution layer, the anchored neighbor-
hood convolution layer has fully took the sparse image
prior into account. Both ANR and A+ demonstrate the
projection matrix Pi can be used to accurately predict
the high-frequency details. Therefore, it is sure that
our anchored neighborhood convolution layer can pre-
dict the accurate image in high frequency for the later
layer to further refine. More importantly, through the
anchoring process, the image patches will be divided
into multiple categories, and each neuron will work on
the similar feature vectors instead of the whole image
that makes it avoid compromise to different image
contents.

4.3 Proposed network structure
The proposed network structure is outlined in Fig. 3. It
can be simply divided into four parts, i.e., feature extrac-
tion layer, anchored neighborhood convolution layer,
combination layer, and deep integration subnetwork. We
have used different colors to mark the corresponding part
in Fig. 3.

Feature extraction. The ANR and A+ show that the fea-
tures used to represent the image patches have strong
influence on the performance. The most basic feature to
use is the patch itself. This however does not give the fea-
ture good generalization properties. An often used similar
feature is the first- and second-order derivative of the
patch [3, 35]. In this paper, we use a convolution layer with

n1 filters of size 3s × 3s × 1, where s is the magnification
factor, to extract the image feature. As a result, the out-
put feature is a n1 × 1 vector. At the same time, we use
the “one-hot” convolution, whichmeans one filter extracts
only one pixel in the receptive field, to extract LR patches
for the later image reconstruction. The filter size of the
one-hot convolution is also 3s × 3s × 1.

Anchored neighborhood convolution. This layer has
been introduced in detail in the Section 4.2. It is used
to take image prior into account to fastly and accurately
predict the image details and to make the neurons work
on the local image patches to avoid compromise to dif-
ferent image contents. Note that the dictionary used in
our experiment has 1024 atoms. Therefore, there are 1024
parallel sparse prior constraint layers in this anchored
neighborhood layer.

Combination The anchored neighborhood convolution
layer outputs the initial high-frequency details for each
low-resolution patch. We firstly add these estimated high-
frequency details to the corresponding LR patch, which
is extracted by the one-hot convolution, to get the initial
high-resolution feature vector. We reshape these feature
vectors to get the image patches and concatenate them
to output the initial high-resolution estimation. In other
words, the combination layer contains a reshape and a
concatenation process.

Deep integration. It has been demonstrated in the liter-
ature that the deeper the network, the better the perfor-
mance. To further fuse the image local similarity details,
we design a deep integration subnetwork that cascades m
convolution layers, where the layers except the first and
the last are of the same type: d filters of the size f × f × d,
where a filter operates on f × f spatial region across d
channels (feature maps). The first layer operates on the
output of the combination layer, so that it has d filters of
the size f × f × 1. The last layer, which outputs the final

Fig. 3 Illustration of the proposed anchored neighborhood deep network structure for single image SR. It uses a convolution layer to extract low
frequency feature and then uses an anchored neighborhood convolution layer to predict the high frequency details. After combining these high
frequency patches, we cascade multiple convolution layers to fuse the local similarity patches and refine the image details
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image estimation, consists of a single filter of size f × f ×d.
It can be formulated as

Fi (y) = max (0,wi ∗ y + bi) , i ∈ {1,m − 1} (6)

Fm (y) = wm ∗ Fm−1 (y) + bm (7)

where max (·) represents the rectified linear unit (ReLU)
operator and wi and bi represent the filters and biases of
the ith layer respectively.

4.4 Training
We now describe the objective to minimize to find
the optimal parameters of our model. Following most
of deep-learning-based image restoration methods, the
mean square error is adopted as the cost function of
our network. Our goal is to train an end-to-end map-
ping f that predicts values ŷ = f (x), where x is an
input low-resolution image and ŷ is the estimation of the
corresponding high-resolution image. Given a set of high-
resolution image examples yi, i = 1 . . .N , we generate
the corresponding low-resolution images xi, i = 1 . . .N
(in fact, we upscale them to the original size by bicu-
bic interpolation). Then, the optimization objective is
represented as

min
θ

1
2N

∑N

i=1

∥∥f (xi; θ) − yi
∥∥2
F (8)

where θ is the network parameter needed to be trained,
f (xi; θ) is the estimated high-resolution image with
respect to low-resolution image xi. We use the adaptive
moment estimation (Adam) [18] to optimize all network
parameters.

5 Experimental results and discussion
In this section, we evaluate the performance of our
method on several datasets. We first describe datasets
used for training and testing our method. Next, some
training details are given. Finally, we show the quantita-
tive and qualitative comparisons with five state-of-the-art
methods. We name our anchored neigborhood deep net-
work as ANNet.

5.1 Implementation details
Datasets for training and testing. It is well known that
training dataset is very important for the performance of
learning-based image restoration methods. A lot of train-
ing dataset can be found in the literature. For example,
SRCNN [10, 11] uses a 91-image dataset and VDSR [17]
uses a 291-image dataset. In this paper, we mainly fol-
low FSRCNN [12] to use the General-100 dataset, which
contains 100 bmp format images (with no compression).
To further test the impact of different training datasets
to the performance, we also establish our own training

Table 1 The average PSNR (dB) and SSIM comparisons with our
proposed method with different filter sizes on Set5 [1]

Filter size 3 5 7 9

3 32.68/0.9106 32.70/0.9108 32.72/0.9104 32.72/0.9104

5 32.80/0.9117 32.74/0.9106 32.79/0.9110 32.78/0.9113

7 32.75/0.9105 32.78/0.9111 32.78/0.9111 32.81/0.9113

9 32.78/0.9108 32.78/0.9109 32.80/0.9114 32.82/0.9114

All models are trained on the General-100 dataset

dataset, which contains 260 bmp format images. We set
the patch size as 45× 45 and use data augmentation (rota-
tion or flip) to prepare training data. Following FSRCNN
and SRCNN, we use three datasets, i.e., Set5 [1] (5 images),
Set14 [37] (14 images), and BSD200 [23] (200 images) for
testing, which are widely used for benchmark in other
works. Note that the test images are strictly separate from
the training datasets.

Training strategy. For weight initialization, we use the
method described in He et al. [13]. This is a theoretically
sound procedure for networks utilizing rectified linear
units (ReLu). For the other hyper-parameters of Adam, we
set the exponential decay rates for the first and second
moment estimate to 0.9 and 0.999, respectively. We train
all our experiments only over 30 epochs and each epoch
iterate 2000 times with a batch size of 64. The learning
rate of the first 10 epochs is 0.0001, the 11 to 20 epochs
is 0.00001, while that of the other 10 epochs is 0.000001.
We implement our model using the MatConvNet
package [33].

5.2 Investigation of different settings
To test the property of our anchored neighborhood deep
network, we design a set of controlling experiments. We
investigate the impact of the filter size, the network depth,
and the training dataset. Since the parameters of the
anchored neighborhood layer are fixed by the projec-
tion matrix trained offline, we mainly investigate different
settings at the deep integration subnetwork.

Table 2 The average PSNR (dB) and SSIM comparisons with our
proposed method with different depths on Set5 [1]

Image 2 layers 3 layers 4 layers

Baby 35.25/0.9240 35.26/0.9244 35.33/0.9250

Bird 35.52/0.9565 35.78/0.9584 35.97/0.9596

Butterfly 27.92/0.9166 28.39/0.9235 28.44/0.9249

Head 33.71/0.8254 33.77/0.8279 33.78/0.8286

Woman 31.51/0.9315 31.67/0.9338 31.70/0.9344

Avg. 32.78/0.9108 32.97/0.9136 33.05/0.9145

All models are trained on the General-100 dataset
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Table 3 Comparison of our proposed ANNet trained with different datasets

Image Baby Bird Butterfly Head Woman Avg.

Small dataset 38.48/0.9656 41.07/0.9866 32.11/0.9648 35.74/0.8870 35.42/0.9702 36.56/0.9548

Big dataset 38.54/0.9655 41.29/0.9870 32.99/0.9685 35.75/0.8867 35.56/35.42 36.83/0.9557

Firstly, we investigate the impact of the filter size to the
performance. In these experiments, the deep integration
subnetwork just has two convolution layers. The average
PSNR and SSIM values on the Set5 dataset of these exper-
iments are shown in Table 1. The first column represents
the filter size of the first convolution layer of the deep
integration subnetwork, while the first row represents
the filter size of the second convolution layer. Therefore,
the values in the second row and the third column are the
average PSNR and SSIM values of our network with the
spacial size of the first and the second layers of the deep
integration subnetwork being 3 × 3 and 5 × 5, respec-
tively. Since we use the square filter, we simplify them
to one number. Table 1 shows that the larger the filter
size, the better the performance. That can be attributed
to it having a larger receptive field to get more useful
information to predict the image details.
Next, we investigate the impact of network depth to the

performance. In these experiments, the filter size of the
deep integration subnetwork of the two-layer network,
the three-layer network, and the four-layer network are 9-
3, 9-5-3, and 9-5-5-3, respectively, where the number is
the filter spatial size. The PSNR and SSIM values on the
Set5 dataset of these experiments are shown in Table 2.
Obviously, the four-layer network obtains the best perfor-
mance not onlymerely on the average PSNR and SSIM but
also on every single image. The three-layer network also
outperforms the two-layer network. On this test dataset,
the four-layer network can improve roughly on average

to 0.27 dB and 0.08 dB for the two- and three-layer net-
works, respectively. It reveals that the deeper the network,
the better the performance, which agrees with the other
researcher’s finding. The good performance of the deeper
network can also be attributed to the deep network hav-
ing a larger receptive field to get more useful information
to predict the image details.
Finally, we investigate the impact of training dataset

to the performance. In our most experiments, we fol-
low FSRCNN to use General-100 as the training dataset.
To further test the impact of training dataset to the per-
formance, we establish our own training dataset, which
contains 260 bmp format images. Table 3 shows the PSNR
and SSIM values on Set5 of our proposed ANNet trained
with different datasets. The small dataset represents the
General-100 dataset, which contains 100 images, while the
big dataset represents our new established dataset that
contains 260 images. On this test dataset, our network
with the same setting trained with a larger dataset can
improve roughly on average to 0.27 dB than that trained
with a small dataset. That means a large training dataset is
a good trick to improve the network performance.

5.3 Comparisons with state-of-the-art methods
We compare our ANNet with four state-of-the-art
learning-based single-image SR methods, namely, the A+
[31], SRF [25], SRCNN [10, 11], and SCN [34]. A+ and
SRF are the two state-of-the-art traditional non-deep-
learning-based methods, while SRCNN and SCN are the

Table 4 The results of average PSNR (dB) and SSIM on the Set5 [1], Set14 [37], and BSD200 [23]

Dataset Scale Bicubic A+ SRF SRCNN SCN ANNet

PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM

Set5 2 33.66/0.9299 36.55/0.9544 36.87/0.9556 36.34/0.9521 36.76/0.9545 36.73/0.9550

3 30.39/0.9299 32.59/0.9088 32.71/0.9098 32.39/0.9033 33.04/0.9136 32.80/0.9117

4 28.42/0.8104 30.28/0.8603 30.35/0.8600 30.09/0.8503 30.82/0.8728 30.38/0.8637

Set14 2 30.23/0.8687 32.28/0.9056 32.51/0.9074 32.18/0.9039 32.48/0.9067 32.43/0.9075

3 27.54/0.7736 29.13/0.8188 29.23/0.8206 29.00/0.8145 29.37/0.8226 29.28/0.8217

4 26.00/0.7019 27.32/0.7471 27.41/0.7497 27.20/0.7413 27.62/0.7571 27.40/0.7509

BSD200 2 29.70/0.8625 31.44/0.9031 31.65/0.9053 31.38/0.9287 31.63/0.9048 31.58/0.9052

3 27.26/0.7638 28.36/0.8078 28.45/0.8095 28.28/0.8038 28.54/0.8119 28.46/0.8107

4 25.97/0.6949 26.83/0.7359 26.89/0.7368 26.73/0.7291 27.02/0.7434 26.84/0.7365

Avg. 28.80/0.8151 30.53/0.8491 30.67/0.8505 30.39/0.8474 30.81/0.8542 30.77/0.8514
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Fig. 4 Visual quality comparison of single-image SR on image butterfly from Set5 [1] with upscaling factor 3

two popular deep-learning-based single-image SR meth-
ods. In Table 4, we provide a summary of quantitative
evaluation on several datasets. The results of the other
four methods are the same as reported at FSRCNN [12].
The setting of our ANNet to run the experiment for com-
parison is the deep integration subnetwork having two
layers with filter sizes 5 and 3, respectively. It is trained
on the public small General-100 dataset instead on our
own big dataset. Table 4 shows that our proposed ANNet
outperforms A+, SRF, and SRCNN. On this setting and
test dataset, our ANNet can improve roughly to 1.97, 0.38,
0.24, and 0.1 dB on average over all three test datasets,
in comparison with Bicubic, SRCNN, A+, and SRF. Our
ANNet are comparable with SCN because the difference
of average PSNR value is just 0.04 dB. Furthermore, SCN
needs multiple cascade operations to get the best perfor-
mance. As discussed in the above section, we can increase
our network depth or use a larger training dataset to
get better performance. Some qualitative results are also
given in Figs. 4, 5, and 6. Figure 4 shows the visual quality
comparison of single-image SR on image butterfly from
Set5 with an upscaling factor of 3. Figures 5 and 6 use the
image baby and woman from Set5 as two examples with
an upscaling factor 4, respectively. Obviously, our ANNet
can recover more image details. All these results demon-
strate our proposed ANNet is a robust single-image
SR method.

6 Conclusions
In this paper, we focus on two rarely studied problems
for deep-learning-based single-image super-resolution:
one is how to take image prior into account for

deep-learning-based approaches, the other one is how to
avoid the neuron compromising to different image con-
tents. To the first problem, we use the transfer learning
technology to transfer the weights of a projection matrix
trained with strict image prior constraint to one convolu-
tion layer. To the second problem, the proposed ANNet
anchors each input feature vector to one of the dictio-
nary atoms and maps it to the high-resolution space
with the corresponding convolution layer. By solving these
two problems, we have proposed an anchored neigh-
borhood deep network for single-image super-resolution.
Experimental results show that our proposed method
outperforms many state-of-the-art single-image super-
resolution methods. Our experiments demonstrate that
the deeper our network, the better the performance.
Furthermore, a large training dataset is a good trick to
improve the network performance, which inspires us to
use a larger dataset like ImageNet to train our network for
practical application.

7 Future work
One of the problems we focus on is how to take image
prior into account for deep-learning-based image super-
resolution. However, we have just used the image sparse
prior in this paper. Apart from the sparse prior, many
other kinds of image prior, e.g., local smoothing and non-
local self-similarity, have been well studied in the tradi-
tional non-deep-learning-based image restorationmethods.
Therefore, the natural way to expand our work is to take
more image prior into account and explore more effec-
tive way to use these image priors for deep-learning-based
image super-resolution. On the other hand, multiple

Fig. 5 Visual quality comparison of single image SR on image baby from Set5 [1] with upscaling factor 4
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Fig. 6 Visual quality comparison of single image SR on image woman from Set5 [1] with upscaling factor 4

frames input of the video super-resolution will offer
more abundant image information. In the future, we will
also investigate extending our proposed anchored neigh-
borhood deep network into a spatio-temporal network
to super-resolve one frame from multiple neighboring
frames.
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