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#### Abstract

We consider approximation algorithms for the metric labeling problem. This problem was introduced in a paper by Kleinberg and Tardos [J. ACM, 49 (2002), pp. 616-630] and captures many classification problems that arise in computer vision and related fields. They gave an $O(\log k \log \log k)$ approximation for the general case, where $k$ is the number of labels, and a 2approximation for the uniform metric case. (In fact, the bound for general metrics can be improved to $O(\log k)$ by the work of Fakcheroenphol, Rao, and Talwar [Proceedings of the 35 th Annual ACM Symposium on Theory of Computing, 2003, pp. 448-455].) Subsequently, Gupta and Tardos [Proceedings of the 32 nd Annual ACM Symposium on the Theory of Computing, 2000, pp. 652-658] gave a 4-approximation for the truncated linear metric, a metric motivated by practical applications to image restoration and visual correspondence. In this paper we introduce an integer programming formulation and show that the integrality gap of its linear relaxation either matches or improves the ratios known for several cases of the metric labeling problem studied until now, providing a unified approach to solving them. In particular, we show that the integrality gap of our linear programming (LP) formulation is bounded by $O(\log k)$ for a general $k$-point metric and 2 for the uniform metric, thus matching the known ratios. We also develop an algorithm based on our LP formulation that achieves a ratio of $2+\sqrt{2} \simeq 3.414$ for the truncated linear metric improving the earlier known ratio of 4 . Our algorithm uses the fact that the integrality gap of the LP formulation is 1 on a linear metric.
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1. Introduction. Motivated by certain classification problems that arise in computer vision and related fields, Kleinberg and Tardos introduced the metric labeling problem [26]. In a typical classification problem, one wishes to assign labels to a set of objects so as to optimize some measure of the quality of the labeling. The metric labeling problem captures a broad range of classification problems where the quality of a labeling depends on the pairwise relations between the underlying set of objects. More precisely, the task is to classify a set $V$ of $n$ objects by assigning to each object a label from a set $L$ of labels. The pairwise relationships between the objects are represented by a weighted graph $G=(V, E)$, where $w(u, v)$ represents the strength

[^0]of the relationship between $u$ and $v$. The objective is to find a labeling, a function $f: V \rightarrow L$, that maps objects to labels, where the cost of $f$, denoted by $Q(f)$, has two components.

- For each $u \in V$, there is a nonnegative assignment cost $c(u, i)$ to label $u$ with $i$. This cost reflects the relative likelihood of assigning labels to $u$.
- For each pair of objects $u$ and $v$, the edge weight $w(u, v)$ measures the strength of their relationship. This models the assumption that strongly related objects should be assigned labels that are close. This is modeled in the objective function by the term $w(u, v) \cdot d(f(u), f(v))$, where $d(\cdot, \cdot)$ is a distance function on the labels $L$.
Thus

$$
Q(f)=\sum_{u \in V} c(u, f(u))+\sum_{(u, v) \in E} w(u, v) \cdot d(f(u), f(v))
$$

and the goal is to find a labeling of minimum cost. In the metric labeling problem, the distance function $d$ is assumed to be a metric. We remark that if the distance function $d$ is allowed to be arbitrary, the graph coloring problem can be reduced to the labeling problem.

A prototypical application of the metric labeling problem is the image restoration problem in computer vision $[4,5,6]$. In the image restoration problem, the goal is to take an image corrupted by noise and restore it to its "true" version. The image consists of pixels and these are the objects in the classification problem. Each pixel has an integer intensity value associated with it that is possibly corrupted and we would like to restore it to its true value. Thus the labels correspond to intensity values, and the goal is to assign a new intensity to each pixel. Further, neighboring pixels are assumed to be close to each other, since intensities typically change smoothly. Thus, neighboring pixels have an edge between them with a positive weight (assume a uniform value for concreteness). The original or observed intensities are assumed to be close to true values. ${ }^{1}$ The assignment cost is some positive cost associated with changing the intensity from its original value to a new value; the larger the change, the larger the cost. To see how the cost function models the restoration, consider a pixel corrupted by noise as a result of which its observed intensity is very different from its neighboring pixels. By changing the corrupted pixel's intensity we incur a cost of relabeling, but that can be offset by the edge cost saved by being closer to its neighbors. The assignment costs weigh the labeling in favor of the original values since most of the intensities are likely to be correct (see also the footnote).

The metric labeling problem naturally arises in other applications in image processing and computer vision. Researchers in these fields have developed a variety of good heuristics that use classical combinatorial optimization techniques, such as network flow and local search $[4,21,32,17,14,12]$.

Kleinberg and Tardos [26] formalized the metric labeling problem and its connections to Markov random fields and other classification problems. (See [26] for a

[^1]thorough description of the various connections.) Metric labeling also has rich connections to some well-known problems in combinatorial optimization. It is related to the quadratic assignment problem, an extensively studied problem in operations research. A special case of metric labeling is the 0 -extension problem, studied by Karzanov [24, 25]. There are no assignment costs in this problem; however, the graph contains a set of terminals, $t_{1}, \ldots, t_{k}$, where the label of terminal $t_{i}$ is fixed in advance to $i$ and the nonterminals are free to be assigned to any of the labels. The 0 -extension problem generalizes the well-studied multiway cut problem [13, 7, 23]. Karzanov [24, 25] showed that certain special cases (special metrics) of the 0-extension problem can be solved optimally in polynomial time. Another special case of the metric labeling problem is the task assignment problem in distributed computing [28]. Here, tasks of a modular program need to be assigned to the processors of a distributed system, while balancing between task execution cost and intertask communication cost.

Kleinberg and Tardos [26] obtained an $O(\log k \log \log k)$ approximation for the general metric labeling problem, where $k$ denotes the number of labels in $L$, and a 2 -approximation for the uniform metric. The approximation for general metrics improves to $O(\log k)$ by a recent result of Fakcheroenphol, Rao, and Talwar [16]. Metric labeling is Max-SNP hard; this follows from the Max-SNP hardness of the multiway cut problem which is a special case. Given the rich connections of this problem to other well-studied optimization problems and a variety of applications, a natural interesting question is to determine the approximability of the general problem as well as of the important special cases that arise in practice.

The truncated linear metric. Gupta and Tardos [18] considered the metric labeling problem for the truncated linear metric, a special case motivated by its direct applications to two problems in computer vision, namely, image restoration and visual correspondence. We briefly describe the application of this metric to the image restoration problem discussed earlier; see [18] for more details. Consider the case of gray scale images where the intensities are integer values. Our earlier description assumed that intensities of neighboring pixels should be similar since the image is typically smooth. This motivates a linear-like metric on the labels where the distance between two intensities $i$ and $j$ is $|i-j|$. However, at object boundaries (here we are referring to objects in the image) sharp changes in intensities happen. Thus, for the metric to be robust, neighboring pixels that are actually at object boundaries (and hence naturally differ in their intensities by large amounts) should not be penalized by arbitrarily large quantities. This motivated Gupta and Tardos to consider a truncated linear metric, where the distance between two intensities $i$ and $j$ is given by $d(i, j)=\min (M,|i-j|)$. Thus, the penalty is truncated at $M$; this is a natural (and nonuniform) metric for the problem at hand. A very similar reasoning applies to the visual correspondence problem, where the objective is to compare two images of the same scene for disparity. The labels here correspond to depth of the point in the image from the camera. For the truncated linear metric a 4 -approximation algorithm was given in [18] using local search. The local moves in the algorithm make use of the flow network used in $[4,21]$, which gives an optimal solution to the linear metric case in polynomial time.

For the image restoration application, other distance functions have also been studied. In particular, the quadratic distance function $d(i, j)=|i-j|^{2}$ and its truncated version $d(i, j)=\min \left\{M,|i-j|^{2}\right\}$ have been considered (see [27] and [22]). Unfortunately, neither of these distance functions is a metric, and hence the algorithms for metric labeling problem cannot be used. However, as we discuss shortly,
we are able to provide nontrivial approximation ratios for them.
Results. In this paper we address the problem of obtaining improved approximation guarantees for the metric labeling problem. Kleinberg and Tardos [26] pointed out the difficulty of the general case as having to do with the absence of a "natural" integer programming (IP) formulation for the problem. They give an IP formulation for tree metrics and use Bartal's probabilistic tree approximations [2,3] to reduce the problem with an arbitrary metric to that with a tree metric. In this work we give a natural IP formulation for the general problem. An advantage of our formulation is that it is applicable even to distance functions that are not metrics, for example, the quadratic distance function mentioned above. We substantiate the strength of this formulation by deriving both known results and new results using its linear relaxation. In particular, we show the following results on the integrality gap of our formulation:

- $O(\log k)$ for general metrics and a factor 2 for the uniform metric,
- 1 for the linear metric and distances on the line defined by convex functions (not necessarily metrics),
- $2+\sqrt{2} \simeq 3.414$ for the truncated linear metric, and
- $O(\sqrt{M})$ for the truncated quadratic distance function.

The integrality gaps we show for our formulation either match or improve on the best previous approximation ratios for most of the cases known to us. (In addition to the above, we can also show that if $G$ is a tree the integrality gap is 1.) Our formulation allows us to present these results in a unified fashion. In the process we improve the 4 approximation of Gupta and Tardos [18] for the important case of the truncated linear metric. We also show a reduction from the case with arbitrary assignment costs $c(u, i)$ to the case where $c(u, i) \in\{0, \infty\}$ for all $u$ and $i$. The reduction preserves the graph $G$ and the optimal solution but increases the size of the label space from $k$ labels to $n k$ labels. We also describe an alternative reduction of Chuzhoy [10] that preserves the label space but alters the graph to one with $n+n k$ vertices. We believe that our results and techniques are a positive step toward obtaining improved bounds for both the general metric labeling problem and interesting special cases.

Calinescu, Karloff, and Rabani [8] considered approximation algorithms for the 0 -extension problem. They considered a linear programming (LP) formulation (which they called the metric relaxation) originally studied by Karzanov [24], where they associated a length function with every edge of the graph and required that (i) the distance between terminals $t_{i}$ and $t_{j}$, for $1 \leq i, j \leq k$, is at least $d(i, j)$, and (ii) the length function is a semimetric. We note that their formulation does not apply to the general metric labeling problem. They obtained an $O(\log k)$-approximation algorithm for the 0 -extension problem using this formulation and an $O(1)$-approximation for planar graphs. Our LP formulation, when specialized to the 0 -extension problem, induces a feasible solution for the metric relaxation formulation, by defining the length of an edge to be its transshipment cost (see section 2). It is not hard to verify that this length function is a semimetric. Calinescu, Karloff, and Rabani [8] also showed a gap of $\Omega(\sqrt{\log k})$ on the integrality ratio of their formulation. Their lower bound proof does not seem to carry over in any straightforward way to our formulation. We note that the metric relaxation formulation optimizes over the set of all semimetrics, while our formulation optimizes only over a subset of the semimetrics. Whether our formulation is strictly stronger than the metric relaxation of [8] is an interesting open problem.

Outline. Section 2 describes our LP formulation for the general metric labeling problem. In section 3, we analyze our formulation for uniform and linear metrics.

Building on our rounding scheme for the linear metric, we design and analyze a rounding procedure for the truncated linear metric in section 4 . In section 5, we study the general metric labeling problem and show that the integrality gap of our formulation is bounded by $O(\log k)$. We also describe here a transformation that essentially eliminates the role of the label cost assignment function.
2. The LP formulation. We present a new linear integer programming formulation of the metric labeling problem. Let $x(u, i)$ be a $\{0,1\}$-variable indicating that vertex $u$ is labeled $i$. Let $x(u, i, v, j)$ be a $\{0,1\}$-variable indicating that for edge $(u, v) \in E$, vertex $u$ is labeled $i$ and vertex $v$ is labeled $j$. See Figure 2.1 for the formulation.

Constraints (2.1) simply express that each vertex must receive some label. Constraints (2.2) force consistency in the edge variables: if $x(u, i)=1$ and $x(v, j)=1$, they force $x(u, i, v, j)$ to be 1 . Constraints (2.3) express the fact that $(u, i, v, j)$ and $(v, j, u, i)$ refer to the same edge; the redundancy helps in notation. We obtain a linear relaxation of the above program by allowing the variables $x(u, i)$ and $x(u, i, v, j)$ to take any nonnegative value. We note that equality in (2.2) is important for the linear relaxation.

With each edge $(u, v) \in E$ we associate a complete bipartite graph $H(u, v)$. The vertices of $H(u, v)$ are $\left\{u_{1}, \ldots, u_{k}\right\}$ and $\left\{v_{1}, \ldots, v_{k}\right\}$, i.e., they represent all possible labelings of $u$ and $v$. There is an edge $\left(u_{i}, v_{j}\right)$ connecting the pair of vertices $u_{i}$ and $v_{j}, 1 \leq i, j \leq k$. In what follows, we refer to the edges of $H(u, v)$ as links to distinguish them from the edges of $G$. Suppose that the value of the variables $x(u, i)$ for all $u$ and $i$ has been determined. For an edge $(u, v) \in E$, we can interpret the variables $x(u, i, v, j)$ from a flow perspective. The contribution of edge $(u, v) \in E$ to the objective function of the linear program is the cost of the optimal transshipment of flow between $\left\{u_{1}, \ldots, u_{k}\right\}$ and $\left\{v_{1}, \ldots, v_{k}\right\}$, where (i) the supply of $u_{i}$ is $x(u, i)$ and the demand of $v_{j}$ is $x(v, j)$ for $0 \leq i, j \leq k$; (ii) the cost of shipping a unit flow from $u_{i}$ to $v_{j}$ is $d(i, j)$. (The choice of the supply side and the demand side is arbitrary.)

For the rest of the paper, the quantity $d_{L P}(u, v)$ refers to the LP distance between $u$ and $v$ and is defined to be the transshipment cost $\sum_{i, j} d(i, j) \cdot x(u, i, v, j)$. The LP
(I) $\quad \min \sum_{u \in V} \sum_{i=1}^{k} c(u, i) \cdot x(u, i)+\sum_{(u, v) \in E} w(u, v) \sum_{i=1}^{k} \sum_{j=1}^{k} d(i, j) \cdot x(u, i, v, j)$
subject to

$$
\begin{align*}
\sum_{i=1}^{k} x(u, i) & =1  \tag{2.1}\\
\sum_{j=1}^{k} x(u, i, v, j)-x(u, i) & =0 \tag{2.2}
\end{align*} \forall v \in V,
$$

Fig. 2.1. IP formulation.
distance derived from an optimal (fractional) solution to (I) induces a metric on the graph, since for any $v_{1}, v_{2}, v_{3} \in V$, the transshipment cost from $v_{1}$ to $v_{2}$ cannot be more than the sum of the transshipment costs from $v_{2}$ to $v_{3}$ and from $v_{3}$ to $v_{1}$. The transshipment problem between two distributions was introduced by Monge [29] and is also referred to as the Monge-Kantorovich mass transference problem and has several applications [31]. In the image processing literature [33, 30] this metric has also been referred to as the earth mover's metric.

A solution to the formulation has an interesting geometric interpretation. It defines an embedding of the graph into a $k$-dimensional simplex, where the distance between points in the simplex is defined by the earth mover's metric on the labels. Our formulation specializes to that of Kleinberg and Tardos [26] for the uniform metric case which in turn specializes to that of Călinescu, Karloff, and Rabani [7] for the multiway cut problem where the distance between points in the embedding is simply their $\ell_{1}$ distance.
3. Uniform metrics and linear metrics. We now analyze the performance of our linear programming formulation on two natural special cases, namely, uniform metrics and linear metrics. Kleinberg and Tardos [26] showed a 2-approximation for the uniform metric case. Their approach is based on rounding the solution of a linear program formulated specifically for uniform metrics. We will show that our linear programming formulation dominates the one in [26] and thus also has an integrality gap of at most 2. For the case of linear metrics, Boykov, Veksler, and Zabih [4] and Ishikawa and Geiger [21] obtained exact algorithms by reducing the problem to a minimum $\{s, t\}$-cut computation. We show here that on linear metrics, our linear programming formulation gives an exact algorithm as well. Our analysis for the linear metric case plays an important role in the algorithm for the truncated linear metric case.
3.1. The uniform metric case. Kleinberg and Tardos [26] formulated a linear program, denoted (KT), for the uniform metric and gave the following iterative algorithm for rounding a solution to it. Initially, no vertex is labeled. Each iteration consists of the following steps: (i) choose a label uniformly at random from $1, \ldots, k$ (say, a label $i$ ); (ii) choose a real threshold $\theta$ uniformly at random from [0, 1]; (iii) for all unlabeled vertices $u \in V, u$ is labeled $i$ if $\theta \leq x(u, i)$. The algorithm terminates when all vertices are labeled. Kleinberg and Tardos [26] showed that the expected cost of a labeling obtained by this algorithm is at most twice the cost of the LP solution.
(KT) $\quad \min \sum_{v \in V} \sum_{i=1}^{k} c(u, i) \cdot x(u, i)+\sum_{(u, v) \in E} w(u, v) \cdot \frac{1}{2} \sum_{i=1}^{k}|x(u, i)-x(v, i)|$
subject to

$$
\begin{aligned}
& \sum_{i=1}^{k} x(u, i)=1 \quad \forall u \in V \\
& x(u, i) \geq 0 \quad \forall u \in V \text { and } i \in 1, \ldots, k
\end{aligned}
$$

We show that applying the rounding algorithm to an optimal solution obtained from linear program (I) yields the same approximation factor. Let $\bar{x}$ be a solution to (I). Note that for both (I) and (KT) the variables $x(u, i)$ completely determine the cost. We will show that cost of (KT) on $\bar{x}$ is smaller than that of (I). Both linear
programs (I) and (KT) coincide regarding the labeling cost. Consider edge $(u, v) \in E$. We show that the contribution of $(u, v)$ to the objective function of (I) is at least as large as the contribution to the objective function of (KT).

$$
\begin{aligned}
\frac{1}{2} \cdot \sum_{i=1}^{k}|\bar{x}(u, i)-\bar{x}(v, i)| & =\frac{1}{2} \cdot \sum_{i=1}^{k}\left|\sum_{j=1}^{k} \bar{x}(u, i, v, j)-\sum_{j=1}^{k} \bar{x}(v, i, u, j)\right| \\
& \leq \frac{1}{2} \cdot \sum_{i=1}^{k}\left|\sum_{j=1, j \neq i}^{k} \bar{x}(u, i, v, j)+\sum_{j=1, j \neq i}^{k} \bar{x}(v, i, u, j)\right| \\
& =\frac{1}{2} \cdot \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} 2 \cdot \bar{x}(u, i, v, j) \\
& =\sum_{i=1}^{k} \sum_{j=1}^{k} d(i, j) \cdot \bar{x}(u, i, v, j)
\end{aligned}
$$

The penultimate equality in the above set of equations is true since $\bar{x}(u, i, v, j)=$ $\bar{x}(v, j, u, i)$. The final equality follows from the fact that $d(i, i)=0$ and $d(i, j)=$ $1, i \neq j$. The last term is the contribution of $(u, v)$ to the objective function of (I). We note that the example used in [26] to show that the integrality gap of (KT) is at least $2-1 / k$ can be used to show the same gap for (I) as well.
3.2. The line metric case. We now turn to the case of a linear metric and show that the value of an integral optimal solution is equal to the value of a fractional optimal solution of the LP (I). Without loss of generality, we can assume that the labels of the metric are integers $1,2, \ldots, k$. If the label set contains nonconsecutive integers, we can add all the "missing" intermediate integers to the label set and set the cost of assigning them to every vertex to be infinite. In fact, the rounding can be generalized to the case where the labels are arbitrary points on the real line without any difficulty.

Rounding procedure. Let $\bar{x}$ be an optimal fractional solution to the linear program. We round the fractional solution as follows. Let $\theta$ be a real threshold chosen uniformly at random from $[0,1]$. For all $i, 1 \leq i \leq k$, let

$$
\alpha(u, i)=\sum_{j=1}^{i} \bar{x}(u, j) .
$$

Each vertex $u \in V$ is labeled by the unique label $i$ that satisfies $\alpha(u, i-1)<\theta \leq$ $\alpha(u, i)$. Clearly all vertices are labeled since $\alpha(u, k)=1$.

Analysis. We analyze the expected cost of the assignment produced by the rounding procedure. For each vertex $u \in V$, let $L(u)$ be a random variable whose value is the label assigned to $u$ by the rounding procedure. It can be readily verified that the probability that $L(u)=i$ is equal to $\bar{x}(u, i)$. This means that the expected labeling cost of vertex $v$ is equal to $\sum_{i=1}^{k} \bar{x}(u, i) \cdot c(u, i)$, which is precisely the assignment cost of $u$ in the linear program (with respect to solution $\bar{x}$ ). We now fix our attention on the expected cost of the edges.

Lemma 3.1. Consider edge $(u, v) \in E$. Then,

$$
\mathbf{E}\left[d((L(u), L(v))]=\sum_{i=1}^{k}|\alpha(u, i)-\alpha(v, i)|\right.
$$

Proof. For the sake of the analysis we define auxiliary binary random variable $Z_{1}, \ldots, Z_{k-1}$ as follows. The variable $Z_{i}$ is 1 if $\min \{L(u), L(v)\} \leq i$ and $\max \{L(u), L(v)\}>i$, and is 0 otherwise. In other words $Z_{i}$ is 1 if $i$ is in the interval defined by $L(u)$ and $L(v)$. It is easy to see that

$$
d(L(u), L(v))=\sum_{i=1}^{k-1} Z_{i}
$$

Therefore $\mathbf{E}[d(L(u), L(v))]=\sum_{i=1}^{k-1} \mathbf{E}\left[Z_{i}\right]$. We claim that

$$
\mathbf{E}\left[Z_{i}\right]=\operatorname{Pr}\left[Z_{i}=1\right]=|\alpha(u, i)-\alpha(v, i)|
$$

The lemma easily follows from this claim. To prove the claim, assume without loss of generality (w.l.o.g.) that $\alpha(u, i) \geq \alpha(v, i)$. If $\theta<\alpha(v, i)$, it is clear that $L(u), L(v) \leq i$, and if $\theta>\alpha(u, i)$, then $L(u), L(v)>i$ : in both cases $Z_{i}=0$. If $\theta \in(\alpha(v, i), \alpha(u, i)]$, then $L(u) \leq i$ and $L(v)>i$, which implies that $Z_{i}=1$. Thus $\operatorname{Pr}\left[Z_{i}=1\right]$ is exactly $|\alpha(u, i)-\alpha(v, i)|$.

We now estimate the contribution of an edge $(u, v) \in E$ to the objective function of the linear program. As indicated in section 2 , the contribution is equal to the cost of the optimal transshipment cost of the flow in the complete bipartite graph $H(u, v)$ between $\left\{u_{1}, \ldots, u_{k}\right\}$ and $\left\{v_{1}, \ldots, v_{k}\right\}$, where the supply of $u_{i}$ is $\bar{x}(u, i)$ and the demand of $v_{j}$ is $\bar{x}(v, j)$ for $1 \leq i, j \leq k$. Recall that $d_{L P}(u, v)=\sum_{i, j} d(i, j) \cdot \bar{x}(u, i, v, j)$.

Lemma 3.2. For the line metric

$$
d_{L P}(u, v) \geq \sum_{i=1}^{k}|\alpha(u, i)-\alpha(v, i)|
$$

Proof. The crucial observation in the case of a linear metric is that flow can be uncrossed. Let $i \leq i^{\prime}$ and $j \leq j^{\prime}$. Suppose that $\varepsilon$ amount of flow is sent from $u_{i}$ to $v_{j^{\prime}}$ and from $u_{i^{\prime}}$ to $v_{j}$. Then, uncrossing the flow, i.e., sending $\varepsilon$ amount of flow from $u_{i}$ to $v_{j}$ and from $u_{i^{\prime}}$ to $v_{j^{\prime}}$ will not increase the cost of the transshipment. This means that the amount of flow sent from $\left\{u_{1}, \ldots, u_{i}\right\}$ to $\left\{v_{1}, \ldots, v_{i}\right\}$ for all $i, 1 \leq i \leq k$, is precisely $\min \{\alpha(u, i), \alpha(v, i)\}$. Therefore, $|\alpha(v, i)-\alpha(u, i)|$ amount of flow is sent "outside" the label set $1,2, \ldots, i$ and can be charged one unit of cost (with respect to $i$ ). Applying this argument to all values of $i, 1 \leq i \leq k$, we get that the cost of the optimal transshipment of flow is precisely $\sum_{i=1}^{k}|\alpha(u, i)-\alpha(v, i)|$. The lemma follows.

Hence, together with Lemma 3.1, we get that the expected cost of edge $(u, v) \in E$ after the rounding is no more than its contribution to the objective function of the linear program.

The uncrossing of flow in the proof of Lemma 3.2 relies on the Monge property of the distances induced by points on a line. Hoffman [20], in his classical paper, pointed out that the Monge property can be exploited for transportation and related problems.

Theorem 3.3. The integrality gap of $L P(\mathrm{I})$ for the line metric is 1.
3.3. Distance functions on the line defined by convex functions. We now consider distance functions on the labels $1, \ldots, k$ on the integer line defined by strictly convex functions, that is, $d(i, j)=f(|i-j|)$, where $f$ is convex and nondecreasing. Notice that such distance functions do not satisfy the metric property, since $d$ is a
metric if and only if $f$ is concave and increasing. Our motivation for studying these metrics comes from the quadratic function $d(i, j)=|i-j|^{2}$, which is of particular interest in the image restoration application [22, 27] described earlier. We note that for the special case where the assignment cost is also a convex function (of the label), efficient algorithms are given by [19]. We can show the following.

Theorem 3.4. For any distance function on the line defined by a convex function, the integrality gap of $L P$ (I) is 1 .

We sketch the proof, since it is similar to the linear case. Consider a feasible solution $\bar{x}$ to the LP. For any edge $(u, v)$, if $f$ is convex, the optimal cost transshipment flow in $H(u, v)$ is noncrossing. Further, for the rounding that we described for the linear case, if the flow is noncrossing, $\operatorname{Pr}[L(u)=i \wedge L(v)=j]=\bar{x}(u, i, v, j)$. The theorem follows from this last fact trivially. Ishikawa and Geiger [22] showed that the flow graph construction for the line metric can be extended for convex functions to obtain an optimal solution. The advantage of our approach is that the solution is obtained from a general formulation. This allows us to extend the ideas to obtain the first nontrivial approximation for the truncated quadratic distance function.
4. Improved approximation for the truncated line metric. In this section we use LP (I) to give a $(2+\sqrt{2})$-approximation algorithm for the truncated line metric case. This improves the 4 -approximation provided in [18]. We prefer to view the metric graph as a line with the truncation to $M$ being implicit. This allows us to use, with appropriate modifications, ideas from section 3.2. We round the fractional solution $\bar{x}$ once again using only the values $\bar{x}(u, i)$. Let $M^{\prime} \geq M$ be an integer parameter that we will fix later. We repeat the following iteration until all vertices are assigned a label:

- Pick an integer $\ell$ uniformly at random in $\left[-M^{\prime}+2, k\right]$. Let $I_{\ell}$ be the interval $\left[\ell, \ell+M^{\prime}-1\right]$.
- Pick a real threshold $\theta$ uniformly at random from $[0,1]$.
- Let $u$ be an unassigned vertex. If there is a label $i \in I_{\ell}$ such that

$$
\sum_{j=\ell}^{i-1} \bar{x}(u, j)<\theta \leq \sum_{j=\ell}^{i} \bar{x}(u, j)
$$

we assign $i$ to $u$. Otherwise $u$ is unassigned in this iteration.
The above algorithm generalizes the rounding algorithms for the uniform and line metrics in a natural way. Once the index $\ell$ is picked, the rounding is similar to that of the line metric in the interval $I_{\ell}$. The difference is that a vertex might not get a label in an iteration. If two vertices $u$ and $v$ get separated in an iteration, that is, only one of them gets assigned, our analysis will assume that their distance is $M$. This is similar to the analysis in [26] for the uniform metric case. Our improvement comes from a careful analysis of the algorithm that treats links differently, based on whether their distance is linear or truncated. The analysis guides the choice of $M^{\prime}$ to obtain the best guarantee.

Let $L(u)$ and $L(v)$ be random variables that indicate the labels that get assigned to $u$ and $v$ by the algorithm.

Lemma 4.1. In any given iteration, the probability of an unassigned vertex $u$ getting a label $i$ in that iteration is exactly $\bar{x}(u, i) \cdot M^{\prime} /\left(k+M^{\prime}-1\right)$. The probability of $u$ getting assigned in the iteration is $M^{\prime} /\left(k+M^{\prime}-1\right)$. Therefore $\operatorname{Pr}[L(u)=i]=\bar{x}(u, i)$.

Proof. If $\ell$ is picked in the first step of an iteration, the probability of assigning $i$ to $u$ is exactly $\bar{x}(u, i)$, if $i \in I_{\ell}$, and zero otherwise. The number of intervals that
contain $i$ is $M^{\prime}$, and hence the probability of $u$ getting $i$ in an iteration is simply $\bar{x}(u, i) \cdot M^{\prime} /\left(k+M^{\prime}-1\right)$.

It also follows from Lemma 4.1 that with high probability all vertices are assigned in $O(k \log n)$ iterations. The following lemma bounds the expected distance between $L(u)$ and $L(v)$ as a function of $M^{\prime}$. Recall $d_{L P}(u, v)=\sum_{i, j} d(i, j) \cdot \bar{x}(u, i, v, j)$.

Lemma 4.2. The expected distance between $L(u)$ and $L(v)$ satisfies the following inequality:

$$
\mathbf{E}[d(L(u), L(v))] \leq\left(2+\max \left\{\frac{2 M}{M^{\prime}}, \frac{M^{\prime}}{M}\right\}\right) d_{L P}(u, v)
$$

ThEOREM 4.3. There is a randomized $(2+\sqrt{2})$-approximation algorithm for the metric labeling problem when the metric is truncated linear.

Proof. We note that the algorithm and the analysis easily generalizes to the case when $M^{\prime}$ is a real number. We choose $M^{\prime}=\sqrt{2} M$ and the theorem follows from Lemmas 4.1 and 4.2 .

The algorithm that we described can be derandomized using the method of conditional probabilities. The proof uses standard ideas, and hence we omit it.

For the rest of the section, we restrict our attention to one particular edge $(u, v) \in$ $E(G)$. We analyze the effect of the rounding on the expected distance with the goal of proving Lemma 4.2. To analyze the process, we consider an iteration before which neither $u$ or $v$ is assigned. If, in the current iteration, only one of $u$ or $v$ is assigned a label, that is, they are separated, we will pay a distance of $M$. If both of them are assigned, then we pay a certain distance based on their labels in the interval. The main quantity of interest is the expected distance between the labels of $u$ and $v$ in a single iteration conditioned under the event that both of them are assigned in this iteration. Recall that a link refers to the edges in the complete bipartite graph $H(u, v)$.

Given an interval $I_{\ell}=\left[\ell, \ell+M^{\prime}-1\right]$, we partition the interesting links for $I_{\ell}$ into three categories, internal, left crossing, and right crossing. The internal links denoted by $\operatorname{INT}\left(I_{\ell}\right)$ are all the links $(u, i, v, j)$ with $i, j \in I_{\ell}$; the left crossing links denoted by $\operatorname{LCROSS}\left(I_{\ell}\right)$ are those with $\min \{i, j\}<\ell$ and $\max \{i, j\} \in I_{\ell}$; and the right crossing links denoted by $\operatorname{RCROSS}\left(I_{\ell}\right)$ are those with $\min \{i, j\} \in I_{\ell}$ and $\max \{i, j\}>$ $\ell+M^{\prime}-1$. It is clear that no link is both left and right crossing. Let $\operatorname{cross}\left(I_{\ell}\right)$ denote $\operatorname{Lcross}\left(I_{\ell}\right) \cup \operatorname{Rcross}\left(I_{\ell}\right)$. See Figure 4.1 for an example. It is easy to see that $e$ is not relevant to $I_{\ell}$ if $i, j \notin I_{\ell}$.

We set up some notation that we use for the rest of this section. For a link $e=(u, i, v, j)$ let $d_{\operatorname{lin}}(e)=|i-j|$ and $d(e)=d(i, j)=\min \left(M, d_{\operatorname{lin}}(e)\right)$ be the linear distance and truncated linear distance, respectively, between $i$ and $j$. The quantity $\bar{x}_{e}$ is compact notation for $\bar{x}(u, i, v, j)$. Consider a link $e$ that crosses the interval $I_{\ell}$ and let $i$ be the label of $e$ that is internal to $I_{\ell}$. We denote by $d_{\ell}(e)$ the quantity $\left(\ell+M^{\prime}-1-i\right)$, the linear distance from $i$ to the right end of the interval. The quantity $\bar{x}\left(u, I_{\ell}\right)$ refers to $\sum_{i \in I_{\ell}} \bar{x}(u, i)$, the flow of $u$ assigned by the LP to labels in $I_{\ell}$.

Lemma 4.4. The probability of $u$ and $v$ being separated given that $\ell$ was chosen in the first step of the iteration is at most $\sum_{e \in \operatorname{Cross}\left(I_{\ell}\right)} \bar{x}_{e}$.

Proof. The probability of separation is exactly $\left|\bar{x}\left(u, I_{\ell}\right)-\bar{x}\left(v, I_{\ell}\right)\right|$, which can easily be seen to be upper bounded by $\sum_{e \in \operatorname{CrOss}\left(I_{\ell}\right)} \bar{x}_{e}$.

Lemma 4.5. For two vertices $u$ and $v$, unlabeled before an iteration, let $p_{\ell}$ be the expected distance between them, conditioned on the event that $\ell$ was chosen in the


Fig. 4.1. Illustration of interesting links for $I_{\ell}$.
first step of the iteration and both were assigned a label in $I_{\ell}$. Then

$$
p_{\ell} \leq \sum_{e \in \operatorname{CROSS}\left(I_{\ell}\right)} d_{\ell}(e) \bar{x}_{e}+\sum_{e \in \operatorname{INT}\left(I_{\ell}\right)} d_{l i n}(e) \bar{x}_{e} .
$$

We provide some intuition before giving the formal proof. Once $\ell$ is fixed, the rounding is exactly the same as that for the line metric when restricted to the interval $I_{\ell}$. From Lemma 3.1 we know the exact expected cost of the rounding. However, we do not have an equivalent of Lemma 3.2 to bound the LP cost, because $I_{\ell}$ is only a subinterval of the full line and also because of the truncation. The main difficulty is with links that belong to $\operatorname{Cross}\left(I_{\ell}\right)$. By charging each of the crossing links $e$, an amount equal to $d_{\ell}(e)$ (instead of $d(e)$ that LP paid), we are able to pay for the expected cost of rounding. In other words, we charge the interesting links of $I_{\ell}$ to pay for the optimal linear metric transshipment flow induced by the fractional values $\bar{x}(u, i)$ and $\bar{x}(v, i), i \in I_{\ell}$, when restricted to $I_{\ell}$.

Proof. Fix an $\ell$ and w.l.o.g. assume that $\bar{x}\left(u, I_{\ell}\right) \geq \bar{x}\left(v, I_{\ell}\right)$. With probability $q=\bar{x}\left(v, I_{\ell}\right)$, both $u$ and $v$ get labels from $I_{\ell}$. We analyze the expected distance conditioned on this event. Once the interval $I_{\ell}$ is fixed, the rounding is very similar to that of the linear metric case. For $0 \leq i<M^{\prime}$ let $\alpha(u, i)=\sum_{j=\ell}^{j+i} \bar{x}(u, j)$. The quantity $\alpha(u, i)$ sums the amount of flow of $u$ in the first $i+1$ labels of the interval $I_{\ell}$. In the following analysis we assume that distances within $I_{\ell}$ are linear and ignore truncation. This can only hurt us. Following the reasoning in Lemma 3.1, the expected distance between $u$ and $v$ is equal to $\sum_{i=0}^{M^{\prime}-1}|\min \{q, \alpha(u, i)\}-\alpha(v, i)|$, which we upper bound by $\sum_{i=0}^{M^{\prime}-1}|\alpha(u, i)-\alpha(v, i)|$. We claim that

$$
\sum_{i=0}^{M^{\prime}-1}|\alpha(u, i)-\alpha(v, i)| \leq \sum_{e \in \operatorname{CROSS}\left(I_{\ell}\right)} d_{\ell}(e) \bar{x}_{e}+\sum_{e \in \operatorname{INT}\left(I_{\ell}\right)} d_{\operatorname{lin}}(e) \bar{x}_{e}
$$

To prove this claim, we consider each link $e \in \operatorname{CROSS}\left(I_{\ell}\right) \cup \operatorname{INT}\left(I_{\ell}\right)$ and sum its contribution to the terms $q_{i}=|\alpha(u, i)-\alpha(v, i)|, 0 \leq i<M^{\prime}$. Let $e=(u, a, v, b) \in \operatorname{INT}\left(I_{\ell}\right)$. It is clear that $e$ contributes exactly $\bar{x}_{e}$ to $q_{i}$ if $a \leq i$ and $b>i$ or if $a>i$ and $b \leq i$. Otherwise its contribution is 0 . Therefore, the overall contribution of $e$ to $\sum q_{i}$ is $\bar{x}_{e}|a-b|=\bar{x}_{e} d_{\text {lin }}(e)$.

Now suppose $e=(u, a, v, b) \in \operatorname{LCROSS}\left(I_{\ell}\right)$. Assume w.l.o.g. that $a \geq \ell$ and $b<\ell$; the other case is similar. Link $e$ will contribute $\bar{x}_{e}$ to $\alpha(u, i)$ for $a-\ell \leq i<M^{\prime}$ and contributes 0 to $\alpha(v, i)$ for $0 \leq i<M^{\prime}$ since $b$ is outside the interval $\bar{I}_{\ell}$. Therefore, the contribution of $e$ to $q_{i}$ is $\bar{x}_{e}$ for $a-\ell \leq i<M^{\prime}$ and 0 otherwise. The overall contribution of $e$ to $\sum q_{i}$ is $\bar{x}_{e}\left|\ell+M^{\prime}-1-a\right|=d_{\ell}(e) \bar{x}_{e}$. A similar argument holds for the case when $e \in \operatorname{RCROSS}\left(I_{\ell}\right)$.

Proof of Lemma 4.2. For a given iteration before which neither $u$ nor $v$ has a label, let $\operatorname{Pr}[u \wedge v], \operatorname{Pr}[u \oplus v]$, and $\operatorname{Pr}[u \vee v]$ denote the probabilities that $u$ and $v$ are both assigned, exactly one of them is assigned, and at least one of them is assigned, respectively. We upper bound the quantity $\mathbf{E}[d(L(u), L(v))]$ as follows. If $u$ and $v$ are separated in some iteration, we upper bound their resulting distance by $M$. Using this simplification, $\mathbf{E}[d(L(u), L(v))]$ is bounded by the quantity below:

$$
\frac{\operatorname{Pr}[u \oplus v] \cdot M+\mathbf{P r}[u \wedge v] \cdot \mathbf{E}[d(L(u), L(v)) \mid u \wedge v]}{\operatorname{Pr}[u \vee v]}
$$

We upper bound the above expression as follows:

- We lower bound $\operatorname{Pr}[u \vee v]$ by $\operatorname{Pr}[u]$, which by Lemma 4.1 is equal to $M^{\prime} /(k+$ $\left.M^{\prime}-1\right)$.
- We upper bound $\operatorname{Pr}[u \oplus v]$ by $\frac{1}{k+M^{\prime}-1} \sum_{\ell} \sum_{e \in \operatorname{CrOss}\left(I_{\ell}\right)} \bar{x}_{e}$ using Lemma 4.4.
- By the definition of $p_{\ell}$ in Lemma 4.5 we get the following:

$$
\operatorname{Pr}[u \wedge v] \mathbf{E}[d(L(u), L(v)) \mid u \wedge v]=\frac{1}{k+M^{\prime}-1} \sum_{\ell} p_{\ell}
$$

Putting all these together and using Lemma 4.5 to bound $p_{\ell}$,

$$
\begin{aligned}
\mathbf{E}[d(L(u), L(v))] & \leq \frac{1}{M^{\prime}} \sum_{\ell}\left(\sum_{e \in \operatorname{CROSs}\left(I_{\ell}\right)}\left(M+d_{\ell}(e)\right) \bar{x}_{e}+\sum_{e \in \operatorname{INT}\left(I_{\ell}\right)} d_{\operatorname{lin}}(e) \bar{x}_{e}\right) \\
& \leq \frac{1}{M^{\prime}} \sum_{e} \bar{x}_{e}\left(\sum_{\operatorname{CROSs}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right)+\sum_{\operatorname{INT}\left(I_{\ell}\right) \ni e} d_{\operatorname{lin}}(e)\right) .
\end{aligned}
$$

Lemma 4.6 shows that

$$
\sum_{\operatorname{CROSS}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right)+\sum_{\operatorname{INT}\left(I_{\ell}\right) \ni e} d_{\operatorname{lin}}(e) \leq\left(2 M^{\prime}+\max \left\{2 M,\left(M^{\prime}\right)^{2} / M\right\}\right) d(e)
$$

It follows that

$$
\begin{aligned}
\mathbf{E}[d(L(u), L(v))] & \leq \frac{1}{M^{\prime}}\left(2 M^{\prime}+\max \left\{2 M,\left(M^{\prime}\right)^{2} / M\right\}\right) \sum_{e} \bar{x}_{e} d(e) \\
& \leq\left(2+\max \left\{2 M / M^{\prime}, M^{\prime} / M\right\}\right) \cdot d_{L P}(u, v) .
\end{aligned}
$$

This finishes the proof. $\square$
Lemma 4.6. Let $e=(u, i, v, j)$ be a link. Then

$$
\sum_{\operatorname{CROSs}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right)+\sum_{\operatorname{INT}\left(I_{\ell}\right) \ni e} d_{\operatorname{lin}}(e) \leq\left(2 M^{\prime}+\max \left\{2 M,\left(M^{\prime}\right)^{2} / M\right\}\right) d(e)
$$

Proof. Let $\bar{d}(e)=\sum_{\operatorname{CROSs}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right)+\sum_{\operatorname{INT}\left(I_{\ell}\right) \ni e} d_{\operatorname{lin}}(e)$. We evaluate $\bar{d}(e)$ separately for three different types of links based on their lengths. Recall that $M^{\prime} \geq M$ and hence $d(e) \leq M \leq M^{\prime}$ for all links $e$. Let $e$ correspond to the link $(u, i, v, j)$ in $H(u, v)$ and w.l.o.g. assume that $i \leq j$; the other case is similar. Also recall that $d_{\text {lin }}(e)=|i-j|$.

- $d_{\text {lin }}(e) \geq M^{\prime}$. In this case it is clear that $e$ is not an internal edge for any $I_{\ell}$; hence $\sum_{\operatorname{INT}\left(I_{\ell}\right) \ni e} d_{\operatorname{lin}}(e)=0$. Also $d(e)=M$. Therefore

$$
\begin{aligned}
\bar{d}(e) & =\sum_{\operatorname{CROSs}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right) \\
& =\sum_{\operatorname{LCROSS}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right)+\sum_{\operatorname{RCROSS}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right) \\
& =\sum_{\ell=j-M^{\prime}+1}^{j}\left(M+M^{\prime}+\ell-1-i\right)+\sum_{\ell=i-M^{\prime}+1}^{i}\left(M+M^{\prime}+\ell-1-i\right) \\
& \leq M^{\prime}\left(2 M+M^{\prime}\right) \\
& =M^{\prime}\left(2+M^{\prime} / M\right) M=M^{\prime}\left(2+M^{\prime} / M\right) d(e)
\end{aligned}
$$

- $d_{\operatorname{lin}}(e)<M$. In this case $d(e)=d_{\operatorname{lin}}(e)$.

$$
\begin{aligned}
\bar{d}(e)= & \sum_{\operatorname{CROSs}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right)+\sum_{\operatorname{INT}\left(I_{\ell}\right) \ni e} d_{\operatorname{lin}}(e) \\
= & \sum_{\operatorname{LCROss}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right)+\sum_{\operatorname{RCROSS}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right) \\
& \quad+\sum_{\operatorname{INT}\left(I_{\ell}\right) \ni e} d_{\operatorname{lin}}(e) \\
= & \sum_{\ell=i+1}^{j}\left(M+M^{\prime}+\ell-1-i\right)+\sum_{\ell=i-M^{\prime}+1}^{j-M^{\prime}}\left(M+M^{\prime}+\ell-1-i\right) \\
& \quad+\sum_{\ell=j-M^{\prime}+1}^{i} d_{\operatorname{lin}}(e) \\
\leq & \left(2 M^{\prime}+2 M-d_{\operatorname{lin}}(e)\right) d_{\operatorname{lin}}(e) \\
\leq & \left(2 M^{\prime}+2 M\right) d_{\operatorname{lin}}(e) \\
= & M^{\prime}\left(2+2 M / M^{\prime}\right) d(e) .
\end{aligned}
$$

- $M \leq d_{\operatorname{lin}}(e)<M^{\prime}$. In this case $d(e)=M$.

$$
\begin{aligned}
\bar{d}(e)= & \sum_{\operatorname{LCROss}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right)+\sum_{\operatorname{RCROSs}\left(I_{\ell}\right) \ni e}\left(M+d_{\ell}(e)\right)+\sum_{\operatorname{INT}\left(I_{\ell}\right) \ni e} d_{\operatorname{lin}}(e) \\
= & \sum_{\ell=i+1}^{j}\left(M+M^{\prime}+\ell-1-i\right)+\sum_{\ell=i-M^{\prime}+1}^{j-M^{\prime}}\left(M+M^{\prime}+\ell-1-i\right) \\
& \quad+\sum_{\ell=j-M^{\prime}+1}^{i} d_{\operatorname{lin}}(e) \\
= & \left(2 M^{\prime}+2 M-d_{\operatorname{lin}}(e)\right) d_{\operatorname{lin}}(e) \\
\leq & M^{\prime}\left(2 M+M^{\prime}\right) \\
= & M^{\prime}\left(2+M^{\prime} / M\right) d(e) . \quad \square
\end{aligned}
$$

4.1. The truncated quadratic distance on the line. Consider the label space $1,2, \ldots, k$ on the line where the distance function $d(i, j)=\min \left\{M,|i-j|^{2}\right\}$. This is the truncated version of the quadratic distance. We note that the quadratic distance is not a metric. However, as mentioned earlier, this distance function arises in image processing applications. In subsection 3.3 we showed that our LP formulation gives an optimal solution for the quadratic distance on the line. For the truncated version of this distance we can use the algorithm from section 4. By choosing $M^{\prime}=$ $\sqrt{M}$ we can show the following theorem.

THEOREM 4.7. The integrality gap of LP (I) for the truncated quadratic distance is $O(\sqrt{M})$.

## 5. General metrics.

5.1. Integrality gap on general metrics. We now show that the integrality gap of the LP formulation is $O(\log k)$ on general metrics. This gives an alternative way to obtain the result of Kleinberg and Tardos [26]. The latter algorithm uses the approach of first approximating the given metric probabilistically by a hierarchically well-separated tree (HST) metric [2] and then using an LP formulation to solve the problem on tree metrics. The Kleinberg-Tardos LP formulation has only an $O(1)$ integrality gap on HST metrics. Since any arbitrary $k$-point metric can be probabilistically approximated by an HST metric with an $O(\log k)$ distortion [16], their result follows. In contrast, our approach is based on directly using our LP formulation on the given general metric. As a first step, we use the LP solution to identify a deterministic HST metric approximation of the given metric such that the cost of our fractional solution on this HST metric is at most $O(\log k)$ times the LP cost on the original metric. This first step is done by using the following proposition from [16]. A weaker version was shown earlier in $[9,3]$ with a bound of $O(\log k \log \log k)$.

Proposition 5.1. Let $d$ be an arbitrary $k$-point metric and let $\alpha$ be a nonnegative function defined over all pairs of points in the metric. Then $d$ can be deterministically approximated by an HST metric $d_{T}$ such that

$$
\sum_{i, j} \alpha(i, j) \cdot d_{T}(i, j) \leq O(\log k) \sum_{i, j} \alpha(i, j) \cdot d(i, j)
$$

Given an optimal solution $\bar{x}$ to our LP formulation, we apply Proposition 5.1 with the weight function $\alpha(i, j)=\sum_{(u, v) \in E} w(u, v) \cdot \bar{x}(u, i, v, j)$ for $1 \leq i, j \leq k$. Thus, $\alpha(i, j)$ is the fractional weight of edges between $i$ and $j$. Let $d_{T}$ denote the resulting HST metric. Since we are changing only the metric on the labels and not the assignments provided by the LP, the fractional solution is a feasible solution for this new metric and has cost at most $O(\log k) \cdot C^{*}$, where $C^{*}$ is the optimal LP cost for the original metric. Thus, if we can now round our fractional solution on $d_{T}$ by introducing only a constant factor increase in the solution cost, we will obtain an $O(\log k)$-approximation algorithm. We prove this by showing that on any tree metric, our LP formulation is at least as strong as the Kleinberg-Tardos LP formulation (for tree metrics).

Given an edge weighted tree that defines the metric on the labels, we root the tree at some arbitrary vertex. Let $T_{a}$ denote the subtree hanging off a vertex $a$ in the rooted tree and let $\mathcal{T}$ denote the set of all such trees. For any tree $T \in \mathcal{T}$ we denote by $\ell(T)$ the length of the edge leaving the root of $T$ to its parent. Let $x_{T}(u)$ be compact notation for $\sum_{i \in T} x(u, i)$, the fractional assignment of the LP to labels
in the subtree $T$. With this notation the LP formulation in [26] is as follows:

$$
\begin{equation*}
\min \sum_{v \in V} \sum_{i=1}^{k} c(u, i) \cdot x(u, i)+\sum_{(u, v) \in E} w(u, v) \sum_{T \in \mathcal{T}} \ell(T) \cdot\left|x_{T}(u)-x_{T}(v)\right| \tag{KT}
\end{equation*}
$$

subject to

$$
\begin{aligned}
& \sum_{i=1}^{k} x(u, i)=1 \quad \forall u \in V \\
& x(u, i) \geq 0 \forall u \in V \text { and } i \in 1, \ldots, k
\end{aligned}
$$

Let $\bar{x}$ be a solution to our formulation (I). As we remarked in section 3.1, for both (I) and (KT) above, the values $\bar{x}(u, i)$ completely determine the cost. We will show that cost of (KT) on $\bar{x}$ is smaller than that of (I). Both linear programs (I) and (KT) coincide regarding the labeling cost. For each edge $(u, v) \in E$ we will show that LP distance for $(u, v)$ is smaller in (I) than (KT). This is based on the following claim.

Claim 5.2. For any feasible solution $\bar{x}$ of (I),

$$
\sum_{T \in \mathcal{T}} \ell(T) \cdot\left|\bar{x}_{T}(u)-\bar{x}_{T}(v)\right| \leq \sum_{i, j} d(i, j) \cdot \bar{x}(u, i, v, j) .
$$

The proof of the above claim is straightforward and simply relies on the fact that the distance between two vertices in a tree metric is defined by the unique path between them. We omit the details. We obtain the following theorem from the above discussion.

ThEOREM 5.3. The integrality gap of $L P(\mathrm{I})$ on a $k$-point metric is $O(\log k)$.
5.2. Reduction to zero-infinity assignment costs. We now describe a transformation for the general problem that essentially allows us to eliminate the label assignment cost function. This transformation reduces an instance with arbitrary label assignment cost function $c$ to one where each label assignment cost is either 0 or $\infty$. We refer to an instance of this latter type as a zero-infinity instance. Our transformation exactly preserves the cost of any feasible solution but in the process increases the number of labels by a factor of $n$. This provides some evidence that the label cost assignment function does not play a strong role in determining the approximability threshold of the metric labeling problem. In particular, existence of a constant factor approximation algorithm for zero-infinity instances would imply a constant factor approximation algorithm for general instances as well.

From an instance $I=\langle c, d, w, L, G(V, E)\rangle$ of the general problem, we create an instance of the zero-infinity variant $I^{\prime}=\left\langle c^{\prime}, d^{\prime}, w, L^{\prime}, G(V, E)\right\rangle$ as follows. We define a new label set $L^{\prime}=\left\{i_{u} \mid i \in L\right.$ and $\left.u \in V\right\}$, i.e., we make a copy of $L$ for each vertex in $G$. The new label cost assignment function is given by $c^{\prime}\left(u, i_{v}\right)=0$ if $v=u$ and $\infty$ otherwise. Thus, each vertex has its own copy of the original label set, and any finite cost solution to $I^{\prime}$ would assign each vertex a label from its own private copy.

Let $W_{u}=\sum_{(u, v) \in E} w(u, v)$ for any vertex $u \in V$. The new distance metric on $L^{\prime}$ is defined in terms of the original distance metric as well as the original label cost assignment function. For $i \neq j$ or $u \neq v$,

$$
d^{\prime}\left(i_{u}, j_{v}\right)=d(i, j)+\frac{c(u, i)}{W_{u}}+\frac{c(v, j)}{W_{v}}
$$

and $d^{\prime}\left(i_{u}, i_{u}\right)=0$. It can be verified that $d^{\prime}$ is indeed a metric and that any solution to instance $I$ can be mapped to a solution to instance $I^{\prime}$, and vice versa, in a costpreserving manner. The proof of the following theorem follows in a straightforward manner from the above construction.

THEOREM 5.4. If there exists a $f(n, k)$-approximation algorithm for zero-infinity instances of the metric labeling problem, then there exists a $f(n, n k)$-approximation algorithm for general instances.

In fact, there is an even simpler reduction to zero-infinity instances, conveyed to us by Chuzhoy [10], which does not change the input metric but changes the graph in a very simple way. For each vertex $v$ and label $j$ such that $c(v, j)>0$, add a new vertex $z_{v j}$ to the graph for which

$$
c\left(z_{v j}, \ell\right)= \begin{cases}\infty & \text { if } \ell=j \\ 0 & \text { if } \ell \neq j\end{cases}
$$

A new edge $\left(v, z_{v j}\right)$ is added to the graph. Let $\ell \neq j$ be the label that minimizes $d(j, \ell)$ such that $d(j, \ell)>0$. The weight of the edge $\left(v, z_{v j}\right)$ is set to

$$
w\left(v, z_{v j}\right)=\frac{c(v, j)}{d(j, \ell)}
$$

Set $c(v, j)=0$ for $1 \leq j \leq k$. We now obtain a new instance of the metric labeling problem by the above transformation. Note that the metric has not been altered. It is not hard to verify that this reduction preserves the value of an optimal solution and that an $r$-approximation to the new instance also yields an $r$-approximation to the original instance. Hence the following theorem is obtained.

Theorem 5.5 (see Chuzhoy [10]). If there is a $f(n, k)$-approximation algorithm for zero-infinity instances of metric labeling, then there is a $f(n+n k, k)$-approximation algorithm for general instances.
6. Conclusions. As mentioned in section 1, our LP formulation has integrality gap 1 when $G$ is a tree. We give a brief sketch of the idea. Consider an edge $(u, v)$ in $G$ where $u$ is a leaf connected to $v$. If $v$ is assigned a label $i$ in some solution, then it is easy to see that an optimal assignment to $u$ is to assign it a label $j$, where $c(u, j)+w(u, v) d(i, j)=\min _{k}(c(u, k)+w(u, v) d(i, k))$. Hence the assignment to $u$ is completely fixed by the assignment to $v$. We can eliminate $u$ from $G$ and incorporate the cost of $u$ in the assignment cost of $v$ as follows: set $c^{\prime}(v, i)=c(v, i)+\min _{k}(c(u, k)+$ $w(u, v) d(i, k))$. This transformation can be repeated until there is only one node left and the optimal solution then is trivial. The same argument above can be used to show optimality of our LP formulation for trees. We leave the details to the reader.

Chuzhoy and Naor [11] recently obtained an $\Omega(\sqrt{\log k})$-factor hardness of approximation for the metric labeling problem. The 0 -extension problem generalizes the multiway cut problem and is a special case of the metric labeling problem. As mentioned earlier, Calinescu, Karloff, and Rabani [8] established an $\Omega(\sqrt{\log k})$ lower bound on the integrality gap of the metric relaxation for the 0 -extension problem. Fakcheroenphol et al. [15] improved the upper bound on the integrality gap of the metric relaxation to $O(\log k / \log \log k)$. It is worthwhile to study the integrality gap of our formulation for this restricted problem. See [1] for results in this direction.

The truncated quadratic distance function is of particular interest to applications in computer vision. Although this distance function does not form a metric, it is quite possible that a constant factor approximation is achievable. Here, too, our formulation might be of use in developing improved algorithms.
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